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Preface

Thermodynamics is one of the most exciting branches of physical chemistry which
has greatly contributed to the modern science. Since its inception, great minds have
built their theories of thermodynamics. One should name those of Sadi Carnot,
Clapeyron Claussius, Maxwell, Boltzman, Bernoulli, Leibniz etc. Josiah Willard
Gibbs had perhaps the greatest scientific influence on the development of
thermodynamics. His attention was for some time focused on the study of the Watt
steam engine. Analysing the balance of the machine, Gibbs began to develop a
method for calculating the variables involved in the processes of chemical
equilibrium. He deduced the phase rule which determines the degrees of freedom of
a physicochemical system based on the number of system components and the
number of phases. He also identified a new state function of thermodynamic system,
the so-called free energy or Gibbs energy (G), which allows spontaneity and ensures
a specific physicochemical process (such as a chemical reaction or a change of state)
experienced by a system without interfering with the environment around it. The
essential feature of thermodynamics and the difference between it and other
branches of science is that it incorporates the concept of heat or thermal energy as an
important part in the energy systems. The nature of heat was not always clear.
Today we know that the random motion of molecules is the essence of heat. Some
aspects of thermodynamics are so general and deep that they even deal with
philosophical issues. These issues also deserve a deeper consideration, before
tackling the technical details. The reason is a simple one - before one does anything,
one must understand what they want.

In the past, historians considered thermodynamics as a science that is isolated, but in
recent years scientists have incorporated more friendly approach to it and have
demonstrated a wide range of applications of thermodynamics.

These four volumes of applied thermodynamics, gathered in an orderly manner,
present a series of contributions by the finest scientists in the world and a wide range
of applications of thermodynamics in various fields. These fields include the
environmental science, mathematics, biology, fluid and the materials science. These
four volumes of thermodynamics can be used in post-graduate courses for students
and as reference books, since they are written in a language pleasing to the reader.
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They can also serve as a reference material for researchers to whom the

thermodynamics is one of the area of interest.

Juan Carlos Moreno-Pirajan
Department of Chemistry
University of the Andes
Colombia









Thermodynamics of Ligand-Protein
Interactions: Implications for Molecular Design

Agnieszka K. Bronowska
Heidelberg Institute for Theoretical Studies Heidelberg,
Germany

1. Introduction

Biologically relevant macromolecules, such as proteins, do not operate as static, isolated
entities. On the contrary, they are involved in numerous interactions with other species,
such as proteins, nucleic acid, membranes, small molecule ligands, and also, critically,
solvent molecules. These interactions often display a remarkable degree of specificity and
high affinity. Fundamentally, the biological processes rely on molecular organisation and
recognition events. Binding between two interacting partners has both enthalpic (AH) and
entropic (-TAS) components, which means the recognition event is associated with changes
of both the structure and dynamics of each counterpart. Like any other spontaneous process,
binding occurs only when it is associated with a negative Gibbs' free energy of binding
(4G), which may have differing thermodynamic signatures, varying from enthalpy- to
entropy-driven. Thus, the understanding of the forces driving the recognition and
interaction require a detailed description of the binding thermodynamics, and a correlation
of the thermodynamic parameters with the structures of interacting partners. Such an
understanding of the nature of the recognition phenomena is of a great importance for
medicinal chemistry and material research, since it enables truly rational structure-based
molecular design.

This chapter is organised in the following way. The first part of it introduces general
principles which govern macromolecular associations under equilibrium conditions: the free
energy of binding and its enthalpic and entropic components, the contributions from both
interacting partners, interaction energy of the association, and specific types of interactions -
such as hydrogen bonding or van der Waals interactions, ligand and protein flexibility, and
ultimately solvent effects (e.g. solute-solvent interactions, solvent reorganisation). The
second part is dedicated to methods applied to assess particular contributions, experimental
as well as computational. Specifically, there will be a focus on isothermal titrational
calorimetry (ITC), solution nuclear magnetic resonance (NMR), and a discussion of
computational approaches to the estimation of enthalpic and entropic contributions to the
binding free energy. I will discuss the applicability of these methods, the approximations
behind them, and their limitations. In the third part of this chapter, I will provide the reader
several examples of ligand-protein interactions and focus on the forces driving the
associations, which can be very different from case to case. Finally, I will address several
practical aspects of assessing the thermodynamic parameters in molecular design, the
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bottlenecks of methods employed in such process, and the directions for future
development.

The information content provided by thermodynamic parameters is vast. It plays a
prominent role in the elucidation of the molecular mechanism of the binding phenomenon,
and - through the link to structural data - enables the establishment of the structure-activity
relationships, which may eventually lead to rational design. However, the deconvolution of
the thermodynamic data and particular contributions is not a straightforward process; in
particular, assessing the entropic contributions is often very challenging.

Two groups of computational methods, which are particularly useful in assessment of the
thermodynamics of molecular recognition events, will be discussed. One of them are
methods based on molecular dynamics (MD) simulations, provide detailed insights into the
nature of ligand-protein interactions by representing the interacting species as a
conformational ensemble that follows the laws of statistical thermodynamics. As such, these
are very valuable tools in the assessment of the dynamics of such complexes on short
(typically, picosecond to tens of nanosecond, occasionally microsecond) time scales. I will
give an overview of free energy perturbation (FEP) methods, thermodynamic integration
(TI), and enhanced sampling techniques. The second group of computational methods relies
on very accurate determinations of energies of the macromolecular systems studied,
employing calculations based on approximate solutions of the Schrodinger equation. The
spectrum of these quantum chemical (QM) methods applied to study ligand-protein
interactions is vast, containing high-level ab initio calculations: from Hartree-Fock, through
perturbational calculations, to coupled-clusters methods; DFT and methods based on it
(including “frozen” DFT and SCC-DFTTB tight binding approaches); to semi-empirical
Hamiltonians (such as AM1, PM3, PM6, just to mention the most popular ones) (Piela, 2007,
Stewart, 2009). Computational schemes based the hybrid quantum mechanical -molecular
mechanical (QM/MM) regimes will also be introduced. Due to the strong dependence of the
molecular dynamics simulations on the applied force field, and due to the dependence of
both MD simulations and QM calculations on the correct structure of the complex,
validation of results obtained by these methodologies against experimental data is crucial.
Isothermal titration calorimetry (ITC) is one of the techniques commonly used in such
validations. This technique allows for the direct measurement of all components of the
Gibbs' equation simultaneously, at a given temperature, thus obtaining information on all
the components of free binding energy during a single experiment. Yet since these are de
facto global parameters, the decomposition of the factors driving the association, and
investigation of the origin of force that drives the binding is usually of limited value.
Nonetheless, the ITC remains the primary tool for description of the thermodynamics of
ligand-protein binding (Perozzo et al., 2004). In this chapter, I will give a brief overview of
ITC and its applicability in the description of recognition events and to molecular design.
Another experimental technique, which has proven very useful in the experimental
validation of computational results, is NMR relaxation. These measurements are extremely
valuable, as they specifically investigate protein dynamics on the same time scales as MD
simulations. As such, the results obtained can be directly compared with simulation
outputs. In addition, the Lipari-Szabo model-free formalism (Lipari and Szabo, 1982) is
relatively free of assumptions regarding the physical model describing the molecular
motions. The only requirement is the internal dynamics being uncorrelated with the global
tumbling of the system under investigation. The results of the Lipari-Szabo analysis, in the

form of generalised order parameters (S7g), can be readily interpreted in terms of the
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conformational entropy associated with the measured motions (Yang and Kay, 1996). It has
been shown that for a wide range of motion models, the functional dependence of the
conformational entropy on the order parameter is similar, suggesting that changes in order
parameters can be related to changes in entropy in a model-independent manner. I will
introduce the application of this model-free formalism to MD simulation, for the study of
dynamical behaviour of ligand-protein complexes and the estimation of changes in the
conformational entropy upon ligand-protein association. The MD simulations, performed
on several proteins in complexes with their cognate ligands, indicate that the molecular
ensembles provide a picture of the protein backbone dynamics that show a remarkably high
degree of consistency with NMR relaxation data, regardless of the protein's size and
structure (Schowalter and Briischweiler, 2007).

In this chapter I will also address the enthalpy-entropy compensation phenomenon and the
challenges it imposes on molecular design. The generality of this phenomenon have been a
subject of debate for many years. Although this compensation is not a thermodynamic
requirement as such (Ford, 2005, Sharp, 2001), it has been very frequently observed in
protein-ligand interactions (Whitesides and Krishnamurthy, 2005). Briefly, stronger and
more directed interactions are less entropically favourable, since the tight binding constricts
molecular motions. The detailed mechanism of enthalpy-entropy compensation is,
nonetheless, highly system-dependent, and this compensation does not obey a single
functional form. An example of enthalpy-entropy compensation and its consequences to the
design process will be provided.

A discussion of the thermodynamics of protein-ligand interactions would not be complete
without commenting on dynamic allostery and cooperativity. The mechanism of allostery
plays a prominent role in control of protein biological activity, and it is becoming accepted
that protein conformational dynamics play an important role in allosteric function. Changes
of protein flexibility upon ligand binding affect the entropic cost of binding at distant
protein regions. Counter-intuitively, proteins can increase their conformational entropy
upon ligand binding, thus reducing the entropic cost of the binding event (MacRaild et al.,
2007). I will discuss these phenomena, illustrating them through several examples of
biologically-relevant protein-ligand interactions.

The overall aim of this chapter is to introduce the forces driving binding events, and to
make the reader familiar with some general rules governing molecular recognition
processes and equally to raise awareness of the limitations of these rules. Combining the
structural information with equilibrium thermodynamic data does not yield an
understanding of the binding energetics under non-equilibrium conditions, and global
parameters, obtained during ITC experiments, do not enable us to assess the individual
contributions to the binding free energy. Certain contributions, such as entropy, may behave
in a strongly non-additive and highly correlated manner (Dill, 1997). This chapter will
discuss the boundaries of rational molecular design guided by thermodynamic data.

2. Principles

2.1 Enthalpic and entropic components of free binding energy

A non-covalent association of two macromolecules is governed by general thermodynamics.
Similarly to any other binding event (or - in a broader context - to any spontaneous
process), it occurs only when it is coupled with a negative Gibbs' binding free energy (1),
which is the sum of an enthalpic, and an entropic, terms:
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AG = AH — T 4S (1)

where AG is free binding energy, AH is enthalpy, AS entropy, and T is the temperature.

The enthalpic contribution to the free energy reflects the specificity and strength of the
interactions between both partners. These include ionic, halogen, and hydrogen bonds,
electrostatic (Coulomb) and van der Waals interactions, and polarisation of the interacting
groups, among others. The simplest description of entropic contribution is that it is a
measure of dynamics of the overall system. Changes in the binding entropy reflect loss of
motion caused by changes in translational and rotational degrees of freedom of the
interacting partners. On the other hand, changes in conformational entropy may be
favourable and in some cases these may reduce the entropic cost of binding (MacRaild et al.,
2007). Solvation effects, such as solvent re-organisation, or the release of tightly bound water
upon ligand binding can contribute significantly to the entropic term of the binding free
energy.

The Gibbs equation can be also written as in equation (2):

AG =-RTInK, ©)

where R is a gas constant, T is the temperature, and K is binding constant. This formulation
emphasises the relationship between Gibbs energy and binding affinity. The ligand-protein
association process can be represented in the form of a Born-Haber cycle. A typical cycle is
showed in Figure 1. The 'intrinsic' free energy of binding between ligand L and protein P is
represented by A4G;, whereas the experimentally observable free energy of binding is
represented by 4G

obs *

AGi
L+ P } LP
AGsf AGsb
L(H20)x + P(H20)v ; LP(H:0):
+ (H20)s AGobs + (H:0)s-z4x+v

Fig. 1. An example of Born-Haber cycle for ligand-protein (LP) association. It relates the
experimentally observed free energy of binding ( 4G, ) with 'intrinsic' free energy of
binding ( AG; ) between ligand (L) and protein (P) and with solvation free energies of free
interactors (4G ) and the resulting complex (4G, ). X, Y, Z, and B refer to the number of
water molecules involved in solvation of the unbound ligand (X), unbound protein (Y),
ligand-protein complex (Z), and to the bulk solvent (B).

Two additional processes can be defined: the free energy of solvation of the free (unbound)
interacting partners (4G, ), and the free energy of solvation of the ligand-protein complex
(4G, ). Since the free energy is a state function, it is independent of the path leading from
from one state of the system to another. Hence, the observable free energy of binding can be
written as in equation (3):
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AG,, = AG; + AGy, — AGSf 3)

The equation above shows how the observable free energy of binding can be decomposed
into the 'intrinsic' term, and the solvation contributions from the ligand-protein complex and
unbound interactors. Similar decomposition can be done for the enthalpic and entropic
terms separately, as these terms are also state functions.

Since the enthalpic and entropic contributions to the binding free energy depend on many
system-specific properties (such as protonation states, binding of metal cations, changes in
conformational entropy from one ligand to another in a way which is very difficult to
predict, etc), the conclusion is that optimising the overall free energy remains the most
viable approach to rational (structure-based) molecular design. Attempting to get an insight
into individual components of the free energy requires re-thinking the whole concept of
ligand-protein binding. This means regarding ligand-protein complexes as specifically
interacting yet flexible ensembles of structures rather than rigid entities, and the role of
solvation effects. The significant contribution of specific interactions and flexibility to the
'intrinsic' component of binding free energy, and solvation effects will be discussed next in
this chapter.

2.2 Specific interactions

2.2.1 Electrostatic interactions

Electrostatic interactions, involved in ligand-protein binding events, can be roughly
classified into three types; charge-charge, charge-dipole, and dipole-dipole. Typical charge-
charge interactions are those between oppositely charged atoms, ligand functional groups,
or protein side chains, such as positively charged (amine or imine groups, lysine, arginine,
histidine) and negatively charged (carboxyl group, phosphate groups, glutamate side chain).
An important contribution to the enthalpy change associated with a binding event arises
from charge-dipole interactions, which are the interactions between ionised amino acid side
chains and the dipole of the ligand moiety or water molecule. The dipole moments of the
polar side chains of amino acid also affect their interaction with ligands.

2.2.2 Van der Waals interactions

Van der Waals interactions are very important for the structure and interactions of
biological molecules. There are both attractive and repulsive van der Waals interactions that
control binding events. Attractive van der Waals interactions involve two induced dipoles
that arise from fluctuations in the charge densities that occur between adjacent uncharged
atoms, which are not covalently bound. Repulsive van der Waals interactions occur when
the distance between two involved atoms becomes very small, but no dipoles are induced.
In the latter case, the repulsion is a result of the electron-electron repulsion that occurs in
two partly-overlapping electron clouds.

Van der Waals interactions are very weak (0.1- 4 kJ/mol) compared to covalent bonds or
electrostatic interactions. Yet the large number of these interactions that occur upon
molecular recognition events makes their contribution to the total free energy significant.
Van der Waals interactions are usually treated as a simple sum of pairwise interatomic
interactions (Wang et al., 2004). Multi-atom VdW interactions are, in most cases, neglected.
This follows the Axilrod-Teller theory, which predicts a dramatic (i.e. much stronger than
for pairwise interactions) decrease of three-atom interactions with distance (Axilrod and
Teller, 1943). Indeed, detailed calculations of single-atom liquids (Sadus, 1998) and solids
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(Donchev, 2006) indicate that multi-body effects amount to only 5% of the total energy
(Finkelstein, 2007). However, Finkelstein (2010) shows that those largely ignored multi-atom
Van der Waals interactions may lead to significant changes in free energy in the presence of
covalent bonds. Those changes can be comparable to those caused by the substitutions of
one atom by another one in conventional pairwise Van der Waals interactions. Thus, the
currently used force fields (applied in MD simulations) need to be revised.

2.2.3 Hydrogen bonds

Hydrogen bonds are non-covalent, attractive interactions between a hydrogen covalently
bonded to some electronegative group (“donor”), and another electronegative atom, such as
oxygen or nitrogen (“acceptor”). The hydrogen bond can be described as an electrostatic
dipole-dipole interaction. However, it also has some features of covalent bonding: it is
specific, directional, it produces interatomic distances shorter than sum of van der Waals
radii, and usually it involves a limited number of interaction partners, which can be
interpreted as a type of valence.

Proteins contain ample hydrogen bond donors and acceptors both in their backbone and in
the side chains. The environment (aqueous solvent, protein-protein network, lipid bilayers)
in which proteins of interest are immersed also contains numerous proton donors and
acceptors - be it water molecule, interacting proteins, lipid headgroups, or DNA/RNA.
Hydrogen bonding, therefore, occurs not only between ligand and protein and within the
protein itself, but also within the surrounding medium.

Like all non-covalent interactions, hydrogen bonds are fairly weak: in biological conditions,
the strength of hydrogen bonds varies between 5-30 kJ/mol (outside of biological systems,
the strength of hydrogen bonds may vary from 2 kJ/mol to even 155 kJ/mol for HF2-)
(Emsley, 1980), which is weaker than ionic or covalent bonds. However, because of their
relative weakness, they can be formed and broken rapidly during binding event,
conformational changes, or protein folding. Thus, hydrogen bonds in biological systems
may be switched on or off with energies that are within the range of thermal fluctuations.
This is one of the prime factors that facilitates macromolecular association events, and
biological activity. Another key factor is related to the strict geometric rules, followed by
hydrogen bonds in biological systems. Namely, their orientations, lengths, and angular
preferences, which make hydrogen bonding very specific. Due to these properties, the role
of hydrogen bonds in governing specific interactions in biological recognition processes is
absolutely crucial. Hydrogen bonds, both intra-and inter-molecular, are partly responsible
for the secondary, tertiary, and quaternary structures of proteins, nucleic acids, and also
some synthetic polymers. They play a pivotal role in molecular recognition events, and they
tune the properties of the macromolecular system (e.g. mechanical strength, binding
specificity). These geometric rules were among the first to be extracted from crystal
structure databases (Bissantz et al., 2010). While the preferred geometries of hydrogen
bonds are easily defined, their contributions to binding free energy are system-specific
(Davis and Teague, 1999, Williams and Ladbury, 2003). Hydrogen bonds always convey
specificity to a recognition process but do not always add much binding free energy
(Bissantz et al., 2010).

Hydrogen bonds can vary quite considerably in their strength. Often, a stronger hydrogen
bond implies higher penalty of desolvation, so the net free energy gain of a stronger
hydrogen bond might be seriously compromised. However, such a picture is not always the
case. Hydrogen bond strength, in the context of the free energy changes, should be carefully
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examined, as it is likely to vary considerably from one ligand-protein system to another one
(Barratt et al., 2005, 2006).

Regarding weak hydrogen bonds, the most prominent donor is the CH group. These
interactions, despite of their weakness, play an important role in stabilising appropriate
conformations of ligand-protein complexes, for instance among the complexes between
protein kinases and their inhibitors (Bissantz et al., 2010). Protonated histidines can also act
as strong CH donors (Chakrabarti and Bhattacharyya, 2007). Weak hydrogen bonds, their
nature, and their role in ligand-protein interactions have been extensively reviewed by
Panigrahi and Desiraju (2007).

2.2.4 Halogen bonds and multipolar interactions

The concept of halogen bonds is similar to hydrogen bonds: both types of interactions
involve relationships between an electron donor and electron acceptor. In hydrogen
bonding, a hydrogen atom acts as the electron acceptor and forms a non-covalent bond by
accepting electron density from an electronegative atom (“donor”). In halogen bonding, a
halogen atom is the donor.

Despite of their prevalence in complexes between proteins and small organic inhibitors
(many of them contain halogen atoms due to solubility and bioavailability) and their
importance for medicinal chemistry, the significance of halogen bonds in biological context
has been overlooked for a long time (Zhou et al., 2010). For a number of years, halogen
atoms were regarded as hydrophobic appendages, convenient - from the molecular design
point of view - to fill apolar protein cavities. The nature of halogen interactions (such as
directionality, sigma-holes) was not studied in detail and not regarded as very important.
Indeed, halogen bonds are, in general, fairly weak interactions. On the other hand, in some
cases they can compete with hydrogen bonds, thus should be considered in more details,
given the importance of hydrogen bonds in ligand-protein interactions and given that many
of synthesised small organic compounds contain halogen bonds in their structure (Bissantz
et al., 2010, Zhou et al., 2010).

Halogens involved in halogen bonds are chlorine, bromine, iodine, and fluorine (not very
often). All four halogens are capable of acting as donors (as proven by computational and
experimental data) and follow the general trend: F < Cl < Br < I, with iodine normally
forming the strongest bonds, as the strength increases with the size of the halogen atom.
From the chemical point of view, the halogens, with the exception of fluorine, have unique
electronic properties when bound to aryl or electron withdrawing alkyl groups. They show
an anisotropy of electron density distribution with a positive area (so-called c-hole) of
electrostatic potential opposite the carbon-halogen bond (Clark ef al., 2007). The molecular
origin of the o-hole can be explained quantum chemically and the detailed description is
provided in the work by Clark and coworkers (2007). Briefly, a patch of negative charge is
formed around the central region of the bond between carbon and halogen atom, leaving the
outermost region positive (hence the “hole”).

Available experimental data show the strong influence of halogen bonds on binding affinity.
Replacement of hydrogen by halogen atom is often used by medicinal chemists in order to
increase the affinity. Indeed, in a series of adenosine kinase inhibitors, a 200-fold affinity
gain from hydrogen to iodine has been observed (Iltzsch et al., 1995). Another spectacular,
300-fold affinity difference upon iodine substitution was observed in a series of HIV reverse-
transcriptase inhibitors (Benjahad et al., 2003). Unsurprisingly, substitution of hydrogen by
iodine typically leads to the largest affinity gain, since the strength of the halogen bond
increases with the size of halogen atom.
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Halogen atoms can interact with the oxygen and with the carbon atoms of C=O groups, as
well. The former attributes to the halogen bond formation, the latter is a hallmark of so-
called orthogonal multipolar interactions. These interactions are formed by two dipolar
functional groups, which are in a close distance from each other. Only recently it received
attention in the field of medicinal chemistry and ligand-protein interactions (Paulini et al.,
2005), even though it has been described for a long time. This interaction is known to
contribute to ligand-protein stabilisation (Fischer et al., 2008), and it is particularly important
in the context of halogen bonds (Bissantz et al., 2010 and references therein). It is worth
bearing in mind that in an orthogonal (perpendicular) orientation of two dipoles, the actual
dipole contribution to interaction energy is zero. Thus, higher order electrostatic and
dispersion terms must be responsible for this type of interaction. The disappearance of the
dipole term may turn a repulsive electrostatic interaction into an attractive one. Because of
its high electron density and low polarisability, fluorine's preference for dipolar interactions
is more pronounced than for the other halogens (Bissantz et al., 2010). Chlorine and other
heavy halogens also form multipolar interactions with carbonyl groups, but they show a
tendency for the C-X bond to be parallel rather than orthogonal to the amide plane, a
consequence of the o -hole (Bissantz et al., 2010).

2.2.5 Hydrophobic interactions

The interactions between ligands and the hydrophobic side chains of proteins contribute
significantly to the binding free energy. The hydrophobic residues mutually repel water and
other polar groups and results in a net attraction of the non-polar groups of ligand. In
addition, apolar and aromatic rings of tryptophan, phenylalanine, and tyrosine participate
in "stacking" interactions with aromatic moieties of ligand. Many studies have demonstrated
that the hydrophobic interactions, quantified by the amount of hydrophobic surface buried
upon ligand binding, is the structural parameter correlating best with binding free energy
(Bissantz et al., 2010, Perozzo et al., 2004). It holds well for very diverse sets of ligands
(Boehm and Klebe, 1996) as well as for protein-protein interactions (Vallone et al., 1998). It
should be emphasised, though, that a considerable part of the affinity gain caused by
hydrophobic interactions in hydrophobic binding pockets comes from sub-optimal solvation
of the pocket in the unbound (apo) state.

Aromatic interactions, hydrophobic effect, and other solvent effects will be discussed further
in the following parts of this chapter.

2.2.6 Interactions mediated by aromatic rings

Aromatic rings deserve special attention in the context of ligand-protein interactions.
Interactions between ligands and protein aromatic side chains ( Phe, Trp,and Tyr) are
widespread in ligand-protein complexes (Bissantz et al., 2010). The unique steric and
electronic properties of these side chains, which give rise to large polarizabilities and
quadrupole moments, result in preferred geometries upon interactions.

For interactions between two aromatic systems, two geometries are predominant: one,
where two rings are parallel to each other, and the perpendicular, edge-to-face arrangement.
High-accuracy ab initio CCSD(T) quantum chemical calculations of the dimerisation energy
of benzene predict these two geometries to be isoenergetic (Hobza et al., 1996), which agrees
with experimental results qualitatively and quantitatively (Grover et al., 1987, Krause et al.,
1991).
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An introduction of heteroatoms into aromatic ring affects the ratio of both geometries. The
preference to perpendicular interactions increases when the acidity of the interacting “side”
atoms increases; this happens upon introduction of a strongly electron-withdrawing
substituent in either ortho- or para-position. This was demonstrated by high-accuracy
quantum chemical calculations by Sinnokrot and Sherrill (2004): The interaction between
benzene as a donor and fluorobenzene as the acceptor, while both compounds were
perpendicular to each other, was ~0.3 kcal/mol weaker than that of the benzene dimer.
With reverse of roles (fluorobenzene as the donor), the interaction became ~0.6 kcal/mol
stronger as compared to the benzene dimer.

For perpendicularly-oriented aromatic-aromatic interactions, studies on several model
systems showed that aliphatic-aromatic interactions in the same orientation provide a
favourable contribution to the free energy of the same magnitude as aromatic-aromatic
interactions (Turk and Smithrud, 2001). For aliphatic-aromatic interactions, interactions
energy becomes more favourable when acidity of the interacting CH unit of aliphatic
counterpart increases. Study conducted by Tsuzuki et al. (2000) showed that ethane (sp3
hybridisation of carbon atom, less acidic) is a worse binder of benzene than acetylene (sp
hybridisation of carbon atom, more acidic), and the difference in dissociation energies
between acetylene-benzene and ethane-benzene complexes is around 1 kcal/mol. In ligand-
protein complexes, this type of interaction can be found in interactions between aromatic
side chains and methyl groups. The strength of such interactions depends on the group to
which the interacting methyl group is bound: the more electronegative the group, the more
the preference towards perpendicular geometry of interacting methyl-aromatic side chain is
pronounced (Bissantz ef al., 2010). /7 — 7 interactions are also displayed by amide bonds of
protein backbone (namely, their pi faces) and ion pairs - interactions between acidic (Asp,
Glu) and basic (Lys, Arg) side chains.

Aromatic interactions are not limited to 7z -7 interactions. Recently, the nature of
favourable interactions between heavier halogens and aromatic rings has been studied, in
particular in the context of halogen bonds. C-H - halogen interactions can be regarded as
“very weak hydrogen bonds” (Desiraju, 2002).

2.3 Solvent effects, structural waters, and the bulk water

Any binding event displaces water molecules from the interaction interface or from the
binding pocket, while simultaneously desolvating the ligand (or a part of it). Although most
of those waters are disordered and loosely associated with protein structure, such
displacement affects the whole solvation shell around the ligand-protein complex
(Poornima and Dean, 1995b).

While the vast majority of those water molecules are mobile and easily displaceable, some
are tightly bound to the protein structure. Tightly bound water molecules are often
conserved across multiple crystal structures of ligand-protein complexes (Poornima and
Dean, 1995c¢). Often, those water molecules play an important role in tuning the biological
activity of the protein, as in the case of many enzymes (Langhorst et al., 1999, Nagendra et
al., 1998, Poornima and Dean, 1995a). Those water molecules may be regarded as part of the
protein structure. Ligand-protein interactions are often mediated by water molecules buried
in the binding site and forming multiple hydrogen bonds with both binding partners
(Poornima and Dean, 1995a-c). In other cases, those bound water molecules are released to
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the bulk upon ligand binding. Such displacement may affect the thermodynamic signature
of the binding event in a dramatic way. It is generally assumed that the release of a water
molecule from a rigid environment should be entropically favorable. The upper limit of the
entropy gained for transferring a water molecule from a protein to bulk solvent was
estimated to be 2 kcal/mol at room temperature (Dunitz, 1994). This gain would be
compensated by loss of enthalpy, so the total contribution to the free energy (as a sum of its
enthalpic and entropic terms) of a single water molecule released from the protein to the
bulk is difficult to guess. Moreover, in order to reach this 2 kcal/mol limit the water
molecule would have to be fixed very rigidly while bound. This is often not the case, and it
has been observed in numerous occasions that even very tightly bound, “structural” waters
may retain a significant amount of residual mobility (Denisov et al., 1997, Fischer and
Verma, 1999, Matthews and Liu, 2009, Smith et al., 2004).

“Structural” water molecules affect their surrounding not only via direct interactions (such
as hydrogen-bonding network), but also by influencing the dynamical behaviour of their
environment. Numerous cases have been reported when binding of the structural water
affected protein flexibility (Fischer and Verma, 1999, Smith et al., 2004). The direction of such
influence cannot be predicted by simple rules, as it is heavily dependent on the details of the
binding site - some protein become more dynamic upon water binding (Fischer and Verma,
1999), while other ones become more rigid (Mao et al., 2000). Yet ignoring those water effects
is likely to lead to substantial errors in the free energy predictions. The importance of the
contributions of “structural” water molecules to binding events and its implications for drug
design have been emphasised in a study by Michel et al (Michel et al., 2009).

The traditional, enthalpy-dominated view of ligand-protein association largely neglects
solvation effects, which strongly affect the thermodynamic profile of a binding event.
Recently it became clear that studying the hydration state of a protein binding pocket in the
apo (unbound) state should be a routine procedure in rational drug design, as the role of
solvation in tuning binding affinity is critical. Solvation costs are a plausible reason why
some ligands, despite fitting into a binding site, fail during experimental tests as inhibitors.
Young and coworkers showed that an optimised inhibitor of factor Xa turns virtually
inactive when the isopropyl group interacting in the S4 pocket of factor Xa is substituted by
hydrogen: The compound (PDB code 2J4l) is characterised by Ki of 1 nM. Replacing the
isopropyl group by hydrogen reduces its affinity to 39 uM. Substitution of this group by
hydrogen, apart from reducing the number of favourable hydrophobic interactions, leads to
unfavourable solvation of the binding pocket (Young et al., 2007, and references therein).
Desolvation of the ligand itself may sometimes control the binding free energy. For highly
hydrophilic ligands, the desolvation costs may be very high and make unfavourable
contributions to the binding (Daranas et al. 2004, MacRaild et al., 2007, Syme et al., 2010). The
calorimetric study of B-galactose derivatives binding to arabinose binding protein (ABP)
showed dramatic differences in binding free energy between several deoxy derivatives
(Daranas et al., 2004). The most likely reason of 4-deoxygalactose failing to bind to ABP is
the unfavourable desolvation cost (Bronowska and Homans, unpublished data).
Spectroscopic evidence shows that (1) water molecules in the first solvation shell
(surrounding the hydrophobic solute) are more flexible that it was originally thought
(Finney and Soper, 1994) and (2) hydrogen bonds at hydrophobic surfaces are weaker than it
was assumed (Scatena et al., 2001). In addition, the properties of the water molecules from
first two solvation shells are very different from these of bulk water, as emerged from
terahertz spectroscopy results (Ebbinghaus et al., 2007, Heugen et al., 2006).
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2.4 Classical and non-classical hydrophobic effect

The concept of the classical hydrophobic effect relies on a hydrophobic solute disrupting the
structure of bulk water. This decreases entropy due to ordering of water molecules around
the hydrophobic entity. Such unfavourable effects can be minimised if solute molecules
aggregate. Upon aggregation, water molecules form one larger “cage” surrounding the
hydrophobic aggregate, and the surface area of such aggregate is smaller than the sum of
surface areas of individual (non-aggregated) solutes. This makes the entropic contribution
less unfavourable and hence makes the free energy more favourable (Homans, 2007).

If this mechanism was the sole driving force for a protein-ligand interaction, all binding
events involving hydrophobic ligands would be entropy-driven. This is not the case. Several
years ago, in the group of Steve Homans (University of Leeds), we studied the
thermodynamics signature of ligand binding by the mouse major urinary protein (MUP).
This protein is characterised by a strongly hydrophobic binding pocket and it binds a
handful of very different hydrophobic ligands - long-chain alcohols and pyrazine
derivatives, among others. Surprisingly, the ITC data showed that the binding was
enthalpy-driven (Barratt et al., 2005). This was combined with a negative change in heat
capacity upon binding - a hallmark of the hydrophobic effect.

In order to elucidate the molecular origin of this unusual binding signature, we employed
computational methods, such as molecular dynamics (MD) simulations. I will discuss the
results in more details later in this chapter. The data showed that the key to this favorable
enthalpy of binding of ligands to MUP seems to be the sub-optimal solvation of the binding
pocket in apo (unbound) state: only a few water molecules remained there prior to ligand
binding. The favourable enthalpic component was, thus, largely determined by ligand
desolvation, with only a minor contribution from desolvation of the protein. Such
complexation thermodynamics driven by enthalpic components have been referred to as the
“non-classical hydrophobic effect”.

2.5 Enthalpy-entropy compensation, binding cooperativity, and protein flexibility

The enthalpic and entropic contributions are related. An increase in enthalpy by tighter
binding may directly affect the entropy by the restriction of mobility of the interacting
molecules (Dunitz, 1995). This phenomenon, referred to as enthalpy-entropy compensation,
is widely observed, although its relevance is disputed (Ford, 2005). Such compensation,
although frequently observed, is not a requirement: if it was, meaning that changes in 4H
were always compensated by opposing changes in TAS, optimisation of binding affinities
would not be possible, which is clearly not the case.

In connection to the enthalpy-entropy compensation, ligand-protein interactions can be
cooperative, which means the binding energy associated with them is different than the sum
of the individual contributions to the binding free energies. Cooperativity provides a
medium to transfer information, enhance or attenuate a response to changes in local
concentration and regulate the overall signalling/reaction pathway. Its effects are either
positive (synergistic) or negative (interfering), depending on whether the binding of the first
ligand increases or decreases the affinity for subsequent ligands. Noncooperative (additive)
binding does not affect the affinity for remaining ligands and the subsequent binding sites
can be regarded as independent.

Cooperativity is often linked to pronounced conformational changes in the structure of the
protein. It can be, in some cases, caused by structural tightening through the presence of
additional interactions; inter-atomic distances become shorter and interaction becomes
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enthalpically more favorable. Evidence for such a mechanism has been reported for many
ligand-protein complexes; biotin-streptavidin being one of the most extensively studied
(Williams et al., 2003). In other cases, cooperativity can occur in the absence of any
conformational changes of the protein, and be driven solely by changes in protein dynamics
(Homans, 2005, Wand, 2001). Catabolite-activated protein (CAP) is a very good example of
such dynamic allostery. CAP is a transcriptional activator that exists as a homodimer in
solution, with each subunit comprising a ligand-binding domain at the N-terminal domain
and a DNA-binding domain at the C-terminal domain (Harman, 2001). Two cyclic AMP
(cAMP) molecules bind to CAP dimer, and this binding increases affinity of CAP for DNA
(Harman, 2001). Binding of each cAMP molecule shows negative cooperativity, i.e. binding
of the first cAMP molecule decreases affinity of binding of the second cAMP molecule to
CAP. This is accompanied by absence of long-range structural changes. Thermodynamic
analysis, performed by a combination of ITC and solution NMR, confirmed that the
observed negative cooperativity was entirely driven by changes in protein entropy
(Popovych et al., 2009). Thus, it is more appropriate to describe the phenomenon of
cooperativity in terms of thermodynamics rather than merely conformational changes (if
any such changes can be observed), since it is fundamentally thermodynamic in its nature.
Examples above illustrate the importance of protein dynamics in binding events. Proteins
tend to compensate the unfavourable entropic contribution to ligand binding by increasing
their dynamics in regions distant from the ligand binding site (Evans and Bronowska, 2010,
MacRaild et al., 2007) Flexible binding sites may require more flexible ligand moieties than
'stiffer' ones. The traditional focus on the enthalpic term (direct and specific interactions)
and dominance of the 'induced fit' model has led to an overly enthalpic view of the world
that neglects protein flexibility. Such view of the ligand-protein binding events, although
very intuitive, is flawed by neglect of entropic contributions and - as a consequence - an
impairment to correct predictions of free binding energy. Although it is true that tighter
interactions make binding more favourable, the thermodynamic signature of a “good”
binder does not need to be dominated by an enthalpic term.

3. Methods

3.1 Experimental methods

Many experimental techniques have been developed to study various aspects of ligand-
protein thermodynamics. X-ray crystallography provides very valuable information about
the enthalpic contribution (hydrogen and halogen bonds, electrostatic interactions, etc).
Although it focuses on static structures of ligand-receptor complexes, it also yields some
information on entropic contribution. B-factors (temperature factors), obtainable for heavy
(non-hydrogen) atoms of the complex under investigation, are sensitive to the mean square
displacements of atoms because of thermal motions, therefore they reflect on ligand-protein
dynamics. However, B-factors do not distinguish time scales of the motions and their
interpretation is not straightforward. X-ray (Makowski et al., 2011) and neutron scattering
(Frauenfelder and Mezei, 2010) also reflect on ligand-protein dynamics. The former one
focuses on global changes in protein size and shape in a time-resolved manner, while the
latter reports on motion amplitudes and time scales for positions of hydrogen atoms.
Another technique useful in understanding protein dynamics both in unbound (apo) and
bound (holo) forms is fluorescence spectroscopy (Weiss, 2000). Single molecule techniques
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also offer an opportunity to measure contributions to binding events from interacting
partners individually. Hydrogen-deuterium exchange mass spectrometry (HX-MS) and
related methods, have been very successful in studying protein dynamics in large
supramolecular complexes (Wales and Engen, 2006). The motion of the entire complex and
individual contributors, and the dynamics of the binding events can be investigated by time-
resolved HX-MS (Graf et al., 2009). Another technique frequently used to study binding
events is surface plasmon resonance (SPR), which allows for straightforward determination
of equilibrium binding constants (Alves et al., 2005). Terahertz spectroscopy is a relatively
new technique, used primarily to probe solvation of macromolecules and their complexes
(Ebbinghaus et al., 2007). It is very sensitive to changes of the collective water network
dynamics at the at the macromolecule-water interface. Terahertz absorption spectroscopy
can also be used to probe collective modes in ligand-protein complexes (Xu et al., 2006).
There are two groups of methods that deserve special attention in the context of
thermodynamics of binding events and will be discussed more in details in the following
part of this chapter. One of these is NMR spectroscopy, especially powerful for the study of
ligand-protein dynamics, hence the entropic contribution to the binding free energy (Meyer
and Peters, 2003). The other group contains calorimetric techniques, which are very
important for the study of biological systems, their stability, and the thermodynamics of
macromolecular interactions. Currently, two most popular techniques applied to investigate
biological systems are differential scanning calorimetry (DSC) and isothermal titration
calorimetry (ITC). The former quantifies the heat capacity and enthalpy of thermal
denaturation, the latter measures the heat exchanged during macromolecular association.
While DSC provides the way to estimate the stability of the system (protein, nucleic acid,
ligand-protein complex, etc), ITC is an excellent tool to study the thermodynamics of
binding events (Perozzo et al., 2004). Since this chapter is dedicated to the thermodynamics
of macromolecular associations, in the course of this chapter I will focus mainly on ITC and
its applications to study biological systems.

3.1.1 Isothermal titration calorimetry (ITC)

ITC measures the heat evolved during macromolecular association events. In an ITC
experiment, one binding partner (ligand) is titrated into a solution containing another
binding partner (protein), and the extent of binding is determined by direct measurement of
heat exchange (whether heat is being generated or absorbed upon the binding). ITC is the
only experimental technique where the binding constant (K, ), Gibbs free energy of binding
(4G), enthalpy (4H ) and entropy ( 4S) can be determined in a single experiment (Perozzo
et al., 2004). ITC experiments performed at different temperatures are used to estimate the
heat capacity change (4C, ) of the binding event (Perozzo et al., 2004).

During last few decades, ITC has attracted interest of broader scientific community, as a
powerful technique when applied in life sciences. Several practical designs emerged, but the
greatest advances have happened during last 10 years. Development of sensitive, stable, and
- last but not least - affordable calorimeters made calorimetry a very popular analytical
procedure and ITC became the gold standard in estimations of macromolecular interactions.
Given the ability of ITC to obtain a full thermodynamic description of the system studied,
the technique has found widespread applicability in the study of biological systems. Apart
from its versatility and simple experimental setup, ITC also has advantages over some other
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techniques: the experiments can be performed in a physiologically relevant buffer, no
surface effects have to be taken into account, and the interacting species do not require
immobilisation or labelling.
ITC is also used for determination of binding affinity-independent reaction stoichiometry.
The reaction stoichiometry is estimated from the titration equivalence point. Provided this,
ITC is increasingly used in the analysis of macromolecular complexes involving multiple
binding events (e.g. protein aggregation or the formation of multi-protein complexes).
Systems that involve multiple binding events that occur at two or more interacting sites
often demonstrate cooperativity, which is an important mechanism of regulation in
biological systems (Brown, 2009).
Using ITC it is also possible to study protonation effects, in cases when protein-ligand
binding is coupled to changes in the protonation state of the system. If the formation of the
complex changes the protonation state of ligand as well as that of the protein (whether free
or bound), proton transfer with the solvent occurs. As a result, the signal measured by ITC
will contain the heat effect of protonation/ deprotonation, contributing to the overall heat of
binding. Repeating the experiment at the same pH in buffers with different ionisation
enthalpies but otherwise under the same conditions allows for the determination of the
number of protons released/ accepted by buffer solution. From this, the intrinsic binding
enthalpy corrected by protonation heats, can be established (4).

AH = AHy,,; +nH + AH, 4

won

ITC can also provide information about solvation effects. If AH is determined at a range of
temperatures, the change in the constant pressure heat capacity (4C, ) for an interaction is
given by the slope of the linear regression analysis of 4H,, plotted vs. temperature. There
is a strong correlation between AC, and the amount of desolvated (buried) surface area of a
macromolecular complex. Thus, for the ligand-protein binding events, ACp is most often
negative, when the complex is regarded as a reference state. Through this correlation,
changes in AC, are measure of solvation state of the macromolecule and involvement of
solvent effects in binding event (Perozzo et al., 2004).

3.1.1.1 Experimental setup

In a typical ITC experiment, a solution of ligand is injected (titrated) into a solution of the
protein, in small volumes, over the time. During that time, the changes in heat resulting
from the interaction are monitored (Figure 2, upper panel). Each peak represents a heat
change associated with the injection of a ligand sample into the protein solution inside the
ITC reaction cell. Concentrations of both ligand and protein in their respective solutions are
known. As the ligand-protein system reaches saturation, the heat changes diminish until
only heats of dilution are observed. A binding curve is then obtained from a plot of the heats
from each titration against the ratio of ligand and protein inside the ITC cell (Figure 2, lower
panel). The binding curve is analysed with the appropriate binding model to determine the
thermodynamic parameters.

ITC is a straightforward technique to accurately measure binding events with affinity range
from mM up to high-nM. Problems occur when the ligand binds very tightly, in a single-
digit nM and below. This is due to the titration curve becoming too steep to fit accurately. In
such cases, the displacement experiments are commonly used. Such experimental setup
consists of binding a low-affinity binding ligand first and then displacing it during titration
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with a stronger binder of interest. However, this method requires precise knowledge of
binding constants of those weak binders. The experimental setup of the displacement assay
is often challenging, as there are several factors increasing the error of measurements.
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Fig. 2. An example of ITC data. Raw data, representing observed changes in heat resulting
from interactions are shown in the upper panel. The resulting binding curve is displayed in
the lower panel (from MicroCal materials http:/ /www.microcal.com/technology/itc.asp).

It is worth remembering that ITC experiment not only measures the heat absorbed or
released during binding reactions, but it also detects the total heat effect in the calorimetric
cell upon titration of ligand. Thus, the experimental data contain contributions arising from
non-specific effects, such as dilution of ligand and protein, mixing two solutions of slightly
different compositions, temperature differences between the ITC cell and the titrating
syringe, and so forth. In order to determine these contributions the control experiments need
to be performed in order to extract the heat of ligand-protein complex formation.

3.1.1.2 Thermodynamic content of ITC data

The AG determines the stability of any ligand-protein complex of interest, which makes it
very useful for studies and predictions of structure-activity relationships. The conventional
analysis of ITC data involves fitting an appropriate model (i.e. single- or two-site binding
model) to the data, and obtaining the binding constant. Quite often, though, more
sophisticated models (such as multiple interacting-site models) must be applied, if the
behaviour of the system is more complex.
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As mentioned earlier, observed overall AG can be very similar regardless of the driving
force, which can be very different from one case to another. AG can be the same for an
interaction with positive AS and AH (entropy-driven, binding signature dominated by the
classical hydrophobic effect), an interaction with negative A4S and AH (enthalpy-driven
binding signature), or all sort of combinations of negative AH and positive AS. As
described in the previous section, ligand-protein complexes tend to compensate for
enthalpic and entropic contributions, making changes in AG less sensitive to the molecular
details of the interactions. Therefore, dissection of AG into enthalpic and entropic
contributions is of a fundamental importance for understanding of the binding energetics.

3.1.1.2.1 Enthalpic contributions

The change in the enthalpy represents the changes in energy associated with specific, non-
covalent interaction. However, such an interpretation is too simplistic to describe
experimental AH values, and the physical meaning of observed AH seems to be more
complex. The measured changes in enthalpy are the result of the formation and breaking of
many individual bonds; it reflects the loss of protein-solvent hydrogen bonds and van der
Waals interactions, the loss of ligand-solvent interactions, the formation of ligand-protein
bonds, salt bridges and van der Waals contacts, the re-organisation of the intra-molecular
hydrogen-bonding network of the protein, solvent reorganisation near the protein surface,
conformational changes at the binding site due to the binding event, and many more. These
individual components may produce either favourable or unfavourable contributions,
depending on the system.

The treatment of each component individually is very challenging since the global heat
effect of a particular interaction is a balance between the enthalpy of the ligand binding to
the protein and to the solvent. Several approaches have been employed to investigate the
energetics of individual bonds, including alanine scanning mutagenesis (Perozzo et al., 2004
and references therein), and removal of particular hydrogen bonds at the binding site
(Connelly et al., 1994). However, these approaches suffer from the major bottleneck,
resulting from the fact that a direct relation between the change in enthalpy and the removal
of the corresponding specific interactions cannot be made a priori.

A large part of the observed AH is due to a bulk hydration effect, as emerged from ITC
studies carried out in water and deuterium (Connelly et al., 1993). Frequently, water
molecules are located at complex interfaces, improving the complementarity of the surfaces
and extending hydrogen-bonding networks. This should contribute favourably to the
enthalpy, but it may be offset by an unfavourable entropic contribution (Perozzo et al., 2004).
The role of interfacial water was studied by lowering water activity by adding osmolytes
such as glycerol to the solution. It was found that complexes with a low degree of surface
complementarity and no change in hydration are tolerant to osmotic pressure (Perozzo et al.,
2004, and references therein).

3.1.1.2.2 Entropic contributions

AS may be calculated directly from AG and A4H, according to the Gibbs' equation. Its
physical representation is not straightforward. It is often related to the dynamics and
flexibility of the system (Diehl ef al., 2010, Homans, 2007), sometimes dubbed as a 'measure
of the system's disorder' (which is incorrect). It has been proposed that the AS associated
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with ligand-protein binding can, at a given temperature, be expressed as the sum of several
contributing effects. The main one is related to solvent effects. The burial of water-accessible
surface area upon binding event should result in release of confined or interfacial water
molecules to the bulk. This should contribute favourably to the total entropy of interaction.
A positive entropy change is usually a strong indication that water molecules have been
released from the complex surface (Jelesarov and Bosshard, 1999). On the other hand,
interfacial water remaining upon binding can also contribute positively to the total entropy
of the interaction (Fischer and Verma, 1999).

Another important entropic contribution is related to the reduction of conformational
(rotational and vibrational) degrees of freedom of protein side-chains. In addition to these,
the ligand loses translational degrees of freedom upon binding. All these contribute
unfavourably to the overall entropy of interaction. However, in some cases the protein
increases the number of conformational degrees of freedom upon ligand binding, as
observed by NMR and deduced from MD simulations (MacRaild et al., 2007, Stoeckmann et
al., 2008). This is likely to happen in order to partly offset the unfavourable entropic
contribution from ligand binding and thus to reduce the overall thermodynamic cost of that
process.

3.1.1.2.3 Enthalpy-entropy compensation

As mentioned in the previous section of this chapter, this phenomenon is described by the
linear relationship between the change in enthalpy and the change in entropy. This means
that favourable changes in binding enthalpy are compensated by opposite changes in
binding entropy and vice versa, resulting in very small changes in overall free binding
energy. Enthalpy-entropy compensation is an illustration of the 'motion opposes binding'
rule, and it is believed to be a consequence of altering the weak inter-molecular interactions
as well as being related to solvent effects. Since both AH and A4S are connected to ACP , the
correlation between enthalpy/entropy and heat capacity changes is clear.

Enthalpy-entropy compensation is a difficult problem to address in the context of rational
molecular design. In such framework, the goal is to maximise the binding affinity of a
complex of the designed compound and the protein target. The optimisation strategy
requires simultaneous minimisation of both enthalpic and entropic penalties. However,
reducing one of them usually means increasing the other.

3.1.2 Nuclear Magnetic Resonance (NMR) spectroscopy

Thermodynamics of biologically-relevant macromolecules and their complexes can be
characterised by measurements using NMR spectroscopy. The basis of NMR spectroscopy is
the non-zero nuclear magnetic moment of many elements, such as 'H, 13C, 15N, or 1F. When
put into an external static magnetic field (B), the different nuclear spin states of these
elements become quantised with energies proportional to their projections onto vector B.
The energy differences are also proportional to the field strength and dependent on the
chemical environment of the element, which makes NMR an ideal technique to study 3D
structural and dynamical properties of the systems.

A variety of NMR methods have been introduced to study ligand-protein interactions.
These methods include one-, two- and three-dimensional NMR experiments. Many studies,
to date, proved the power of stable-isotope labelling and isotope-edited NMR in the
investigation of ligand-protein interactions. Recent development of techniques allowed for



18 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

the study of ligand-induced conformational changes, investigating positions and dynamic
behaviour of bound water molecules, and for quantification of conformational entropy. The
steady-state heteronuclear Overhausser effects (NOEs) are very useful for structural analysis
of three-dimensional structures of macromolecules in solution (Boehr et al., 2006, Meyer and
Peters, 2003). It is important to note that the NOE occurs through space, not through
chemical bonds, which makes it applicable to characterise non-covalent binding events.
When ligand binds the NOEs change dramatically, and transferred NOEs (trNOEs), relying
on different tumbling times of free and bound interactors, can be observed.

Another NMR technique commonly used for identification of the ligand binding is chemical
shift mapping (Meyer and Peters, 2003). Briefly, chemical shifts describe the dependence of
nuclear magnetic energy levels on the electronic environment in the given macromolecule.
Electron density, electronegativity, and aromaticity are among the factors affecting chemical
shifts. Not surprisingly, binding event changes the chemical shifts of both interacting
partners, particularly in the area of the association (e.g. protein binding pocket, protein-
peptide interaction interface). Thus, changes in chemical shifts can be used to identify
binding events and to describe the location of the binding.

Ligand-protein thermodynamics can be investigated using NMR relaxation analysis, which
provides an insight into protein dynamics in the presence and the absence of ligand. These
results can be integrated with thermodynamic data obtained from isothermal titration
calorimetry (ITC) experiments and computational results (e.g. MD simulations). For
proteins, the relaxation rates of backbone (1°N) and side chains (2H and 13C), can be
obtained. The time scales available to NMR ranges over 17 orders of magnitude, reflecting
protein motions on timescales from picoseconds to milliseconds (Boehr et al., 2006). This
covers all the relevant motions of proteins and their complexes.

Backbone and side chain (methyl groups) NMR relaxation measurements revealed the role
of protein dynamics in ligand binding and protein stability (Boehr et al., 2006). Development
of molecular biology techniques for incorporation of stable, 13C and 15N isotopes into
expressed proteins allowed for design and application of modern multidimensional
heteronuclear NMR techniques. As a consequence, the maximum size of the macromolecule
studied using these techniques rose from about 10 kDa (when 'H homonuclear NMR is
used) to 50 kDa and beyond (using 13C and 1N heteronuclear NMR with fractional 2H
enrichment). Application of modern TROSY (transverse relaxation optimized spectroscopy)
techniques further expanded the size limitations of NMR, reaching up to the 900 kDa
(Fernandez and Wider, 2003).

While NMR methodologies are being developed to study ligand-protein complexes in solid
state, special techniques have been developed specifically to study protein stability and
folding (Baldus, 2006), or in-cell NMR (Burz et al., 2006), providing complementary
information to fluorescence studies in biological settings. In this chapter I will briefly discuss
only application of relaxation analysis in solution for the study of ligand-protein
thermodynamics, specifically intrinsic entropic contributions.

3.1.2.1 Slow and fast dynamics: from dynamics to entropy

Conformational changes that may be associated with ligand binding events generally occur
on 'slow' (microsecond to millisecond) time scales and thus report on slower motions than
protein backbone and side chain fluctuations (pico-to-nanoseconds). There is no
straightforward relationship between 'slow' and 'fast' motions. Experiments on several
ligand-enzyme systems have shown that binding events, which decrease the 'fast' motions,
may increase, decrease, or not affect the 'slow' motions (Boehr et al., 2006). This obviously
has an effect on the overall entropy contribution, but this has not been fully explored.
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NMR relaxation techniques have been used to study multiple time scale dynamics of ligand-
protein complexes. Their results show that even though large conformational changes occur on
'slow’ time scale, 'fast' (pico-to-nanosecond) protein motion plays important roles in all aspects
of binding event. These are typically probed by measuring three relaxation rates: the
longitudinal relaxation rate (R1), the transverse relaxation rate (R2), and the NOE. These
relaxation rates are directly related to the spectral density function, J(@). This function is
proportional to the amplitude of the fluctuating magnetic field at the frequency @. Such
fluctuating magnetic fields are caused by molecular motion in an external magnetic field,
which is closely coupled to nuclear spin relaxation (Boehr et al., 2006, and references therein).
In early studies of ps-ns time scale protein dynamics, various models for protein internal
motion were used to generate different spectral density functions that were then compared
to the experimental data. Subsequently, Lipari and Szabo (Lipari and Szabo, 1996) generated
a spectral density function (5) that is independent of any specific physical model of motion,
which is shown in equation 5 and is referred to as model free formalism.
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For isotropic tumbling (ligand-protein complex tumbles in the water solution), where 7,, is

the correlation time for the overall rotational diffusion of the macromolecule, S? is the
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motions. An order parameter of 1 indicates complete restriction of internal motion, and

$? =0 indicates unrestricted isotropic internal motion. It should be emphasised that S?

parameters have a straightforward physical interpretation. The simplest model relates S* to
'diffusion in a cone' with semi-angle &, and is shown in Figure 3.
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Fig. 3. Physical interpretation of $* order parameters. S* can be interpreted as a measure
of a free rotation of a bond vector (here - N-H) in a cone. The semi-angle 8 is displayed.
Smaller S? parameters correspond to more flexible bond vectors. $? = 0 means unrestricted
rotation of the bond vector.
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There were attempts to relate order parameters to structural characteristics of proteins and
ligand-protein complexes. It was observed that amino acids with smaller side chains tend to
show - intuitively - greater backbone flexibility than those with bulkier side chains
(Goodman et al., 2000). However, the variation of backbone amide S® parameters is larger
than the differences between the averages for different amino acid types. Backbone amide
order parameters are also only weakly affected by secondary structure elements, with loops
having only slightly smaller average S N-H values than helices or beta-turns (Kay et al.,
1989). Backbone S* N-H values can be predicted from structures using a simple model that
takes account of local contacts to the N-H and C=0O atoms of each peptide group (Zhang and
Bruischweiler, 2002).

A more sophisticated model for predicting dynamics from structure has recently been
reported (tCONCOORD) (Seeliger et al., 2007). tCONCOORD allows for a fast and efficient
sampling of protein's conformational degrees of freedom based on geometrical restraints.
Weak correlation between side chain order parameters and contact distance between the
methyl carbon and neighboring atoms, with solvent exposure (Ming and Briischweiler,
2004), and amino acid sequence conservation patterns (Mittermaier et al., 2003) have been
reported in literature. These results demonstrate that protein dynamics are strongly affected
by the unique architecture of the protein as well as the environment. Thus, it cannot be
readily predicted by the bioinformatic techniques, based on the primary/secondary
sequence analysis. Developing a fast and reliable method of assessment of protein dynamics
is, nevertheless, crucial for predictions of ligand-protein interactions - as it will be shown in
the course of this chapter, dynamics affects all stages of molecular recognition events.

Order parameters can be related to entropy through the relationship developed by Yang and
Kay (1996). This formalism quantifies the conformational entropy associated with
observable protein motions by means of a specific motion model. For a wide range of
motion models, the functional dependence of entropy on the S* parameter was
demonstrated to be similar (Yang and Kay, 1996). This suggests that changes in S? can be
related to the conformational entropy change in a model-independent manner. This
approach has many advantages: it is straightforward, relatively free of assumptions (the
requirement is that the internal motions are uncorrelated with the global tumbling of the
macromolecule), and applicable to both NMR experiments and theoretical approaches (MD
simulations). Moreover, since S? parameters are measured per bond vector, this approach
enables site-specific reporting of any loses, gains, and redistributions of conformational
entropy through different dynamic states of the ligand-protein complex.

However, the model-free formalism can give only a qualitative view of micro-to-millisecond
time scale motions. Failure to correctly account for anisotropic molecular tumbling and the
assumption that all motions are un-correlated seriously compromises the usefulness of this
approach for studying dynamics associated with large conformational changes or concerted
motions. Because of the time scales, alternative approaches must be implemented to study
motions occurring at a millisecond time scale (e.g. R2 relaxation dispersion).

3.1.3 Combination of ITC and NMR

As described, ITC obtains free energy as the global parameter, thus, effects like ligand-
induced conformational changes, domain-swapping, or protein oligomerisation, which
contribute to the overall AG , will not be resolved. In order to assess the role those factors
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play in a binding event, a combination of ITC and other techniques (such as NMR) need to
be used. A combination of ITC and NMR proves useful in studying cooperativity
phenomena. Heteronuclear NMR spectroscopy is one of the few experimental techniques
capable of measuring the occupancies of individual binding sites on proteins and therefore
determining microscopic binding affinities. Coupling this site-specific data (e.g. chemical
shift mapping and/or relaxation analysis data) with the macroscopic binding data from ITC
allows a complete description of the binding properties of the system. A method of
determining cooperativity using heteronuclear solution NMR spectroscopy has been
described using an isotope-enriched two-dimensional heteronuclear single-quantum
coherence experiment (2D HSQC) (Tochtrop et al., 2002). The ligands are isotopically
labelled (usually 1H, 15N, or 13C), while the receptor remains unlabelled. Spectra are acquired
at different molar ratios and the peak volumes are integrated. Isotherms are generated by
plotting the peak volume integration against molar ratio. The data is then fitted to site-
specific binding models to obtain the thermodynamic parameters (Brown, 2009).

3.2 Computational approaches

Computational approaches to ligand-protein interaction studies have great potential and the
development of various methods, briefly described in this chapter, have been truly
outstanding. However, every method - computational, experimental alike - has its
limitations and computational methods should not be used in a 'black box' manner; one
should beware of the 'Garbage In Garbage Out' phenomenon. Yet it is evident that
theoretical approaches have finally come to the stage that makes rational molecular design
truly rational.

During a binding event, the ligand may bind in multiple orientations. The conformation of
either of the interacting partners can change significantly upon association. The network of
intramolecular interactions (e.g. hydrogen bonds, salt bridges) can dramatically change
(breaking and/or creating new contacts), and new intermolecular interactions occur. Water
molecules and ions can be expelled upon binding, or - on the contrary - bind more tightly.
Finally, conformational or solvation entropic contributions may play significant role,
affecting the free energy in a way which is difficult to predict.

Growing amount of calorimetric data available allows the investigation of the thermodynamic
profiles for many ligand-protein complexes in detail. When structural data (crystal, NMR) are
available as well - and often it is the case - it is very appealing to speculate about the link
between the structure of the complex and the thermodynamics of the binding event. However,
such speculations are challenging. It is important to bear in mind that both enthalpic and
entropic contributions to the free energy terms obtained from ITC experiments are global
parameters, containing a mixture of different contributions, which can have either equal or
opposing signs and different magnitudes. This may lead to various thermodynamic signatures
of a binding event. Moreover, 'structural' interpretation of intrinsic entropic contributions is
notoriously difficult. Hence, the experimental thermodynamic data cannot be easily
interpreted on the basis of structural information alone. Last but not least, the contribution
from the solvation effects is difficult to get insight into, and although direct experimental
estimations of solvation free energy have been attempted, these always require additional
assumptions (Homans, 2007, Shimokhina et al., 2006).

No doubt, a great advantage of theoretical approaches lies with gaining an insight about
each of those contributions and their de-convolution. Binding events (ligand-protein
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binding pose and the strength of their interactions) can be predicted by molecular docking,
albeit intrinsic entropic contributions and solvation effects are usually ignored. Dynamic
behaviour of proteins and ligands can be studied using extensive molecular dynamics (MD)
simulation, which, combined with experimental NMR and ITC data, provide extremely
valuable information on configurational entropy changes upon binding event, and hence
about the intrinsic entropic contribution to the free energy. The global free energy changes
can be studied by free energy perturbation (FEP) calculations, or related methods, such as
thermodynamic integration (TT). Molecular docking methods allow for a quick assessment
of enthalpic contributions, while solvent effects can be studied either by quantum chemical
(QM) calculations (e.g. COSMO model), hybrid QM /MM schemes, or FEP-related methods.
Theoretical approaches allow also for investigations of transient phenomena, e.g. short-
living alternative conformers from an ensemble that contribute to the binding event but
which cannot be readily observed. In a situation - which is not uncommon - when an
experimental structure of the protein target or a part of it is missing (such as in cases of most
G-protein-coupled receptors), computational approaches allow the generation of such
structures (e.g. by homology modelling, threading, or ab initio predictions) and its use for
predictions which can be validated experimentally, despite of the absence of protein
structural data. Therefore, usage of theoretical methods is indispensable - not only for the
interpretation of the existing experimental data, but also to direct and design new
experiments.

Because of space limitations, only two theoretical methods, which are the most relevant for
thermodynamics of molecular binding events, will be briefly discussed: MD-related
methods (which includes MD simulations, FEP-like approaches, methods which use MD
algorithms with enhanced sampling, and hybrid QM/MM schemes), and quantum chemical
(QM) calculations. This division is not strict and many of these methods overlap, e.g.
QM/MM methods use both MD simulations and QM calculations, and FEP-like methods
have many flavours, including hybrid QM/MM-FEP.

3.2.1 Molecular Dynamics (MD) simulations

Molecular dynamics (MD) simulation consists of the numerical solution of the Newton's
equations of motion of a system (e.g. protein, or a ligand-protein complex in water
environment). The potential energy of the particle system is described by a function called
force field (6). The potential energy of the system (U) is described as a sum of energy terms
for covalent bonds, angles, dihedral angles, a van der Waals non-bonded term, and a non-
bonded electrostatic term (Cornell et al., 1995). Since the kinetic energy is also taken into
account, the system is able to move across the energy barriers on the potential energy
surface, which implies substantial changes (e.g. conformational) during the simulation.
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The principles of MD simulations, algorithms used, and different types of force fields
applied (all-atom, united atom, coarse-grain, etc) have been described in many publications
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(Klepeis et al., 2009 and references therein). MD methods rely on quality of the force field
(parameters, inclusion of non-additive effects, etc), description of solvent effects, adequate
sampling, and quality of initial structures used for the simulations. The quality of the results
relies also on the duration of the simulation. There are limits on the time scales at which the
system of interest can be considered. Simulation runs are fairly short: typically nanoseconds
to microseconds, rarely extending to miliseconds, if super-fast computers are employed.
Since biological processes (ligand-protein binding, large conformational changes, etc)
typically occur ar micro-to-milisecond scales, one needs to assess whether or not a
simulation has reached equilibrium before the averages calculated can be trusted.
Furthermore, the averages obtained need to be subjected to a statistical analysis, to make an
estimate of the errors.
MD methods have been widely employed to study ligand-protein binding phenomena,
conformational changes, solvent effects, and to assess individual contributions to the
binding free energy. These methods are particularly useful in assessing the conformational
entropic contribution to the free energy. Information about ps-to-ns time scale molecular
motions can be readily obtained from the MD simulation trajectory and analysed either
through diagonalisation of the covariance matrix of displacements of atomic Cartesian
coordinates - quasi-harmonic analysis, Schlitter's approach (7,8), analysed through principal
component analysis (PCA), or quantified NMR-like via generalised order parameters.
Entropy changes can be estimated from the MD trajectory through Yang and Kay's
relationship (9). The order parameter analysis has the advantage of being able to calculate
order parameters by-vector, thus providing site-specific information on flexibility and hence
intrinsic entropic contribution. Computed parameters can be also directly compared to the
experimental results of NMR relaxation analysis (Best and Vendruscolo, 2004). In last few
years several studies proved the success of this methodology in estimating of entropic
contributions to the binding thermodynamics.
2
S <S':;k31ndet{1+ thTf

Mo} (7)

o = <(xz - <x,>)(x] —<x]>)> ®)

2 3 2\2 2\2 2\2 2 2 2 1

S —2[<x > +<y > +<z > +2(xy)” +2(yz)” +2(yz) } 5 )
MD-based approaches used for binding thermodynamics calculations include free energy
perturbation (FEP) (Foloppe and Hubbard, 2006), thermodynamic integration (TT)
(Straatsma and Berendsen, 1988), lambda-dynamics simulations (Knight and Brooks, 2009),
Molecular Mechanics-Poisson-Boltzmann Surface Area (MM-PBSA) (Gilson and Zhou,
2007), Linear Interaction Energy (LIE) (Gilson and Zhou, 2007), and hybrid quantum
chemical/molecular mechanical (QM/MM) (Senn and Thiel, 2009) methods.
Free energy perturbation (FEP) is used to calculate free energy differences between two
states from MD simulations. These two states can represent, for instance, unbound (apo)
protein and a ligand-protein complex (holo), or two ligand-protein complexes with different
ligands. In the framework of FEP, the difference in the free energy difference for two states
is obtained from the Zwanzig equation (10).
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where A and B represent two states (e.g. apo and holo protein), G is the difference between
free energies of both states, k; is the Boltzmann's constant, T is the temperature, and the
triangular brackets denote an average over a simulation run for state A.
FEP calculations converge properly only when the difference between these two states is
small enough; therefore it is usually necessary to divide a perturbation into a series of
smaller 'steps', which are calculated independently.
Thermodynamic integration (TI) is a related method to calculate free energy differences.
Since the free energy can be expressed by its relation to the canonical partition function, the
free energy difference in two different states can be used to calculate the difference of
potential energy. TI calculations are usually executed by designing a thermodynamic cycle
(Figure 1), and integrating along the relevant path. The path can be either a real chemical
process or an artificial change (e.g. substitution of a methyl group by hydrogen atom).
The MD methods, despite their numerous successes, suffer of two major bottlenecks. One is
the results are critically dependent on the force field used, therefore requires caution when
use of appropriate force field and parameters. Many modern force fields are parametrised
on experimental NMR data, some are able to include - to some extent - non-additive effects
(electronic polarisation). Application of QM/MM schemes allow the inclusion of quantum
effects to some extent. Another bottleneck is related to the adequacy of sampling. It is
known that - due to relatively short time scales investigated - only some subsets of potential
conformational changes can be observed, and often the system gets 'stuck' in a minimum,
which does not have to be the global one. This makes the results heavily biased towards the
starting structure and is very likely to underestimate the degree of molecular motions
observed in the system. Prolonging the simulation time helps to solve the sampling problem
only to some extent, and significantly increases the computational cost of MD simulations.
Thus, in order to overcome the sampling issue, various enhanced sampling techniques have
been employed. One of such methods, frequently used, is replica exchange MD (REMD),
which attempts to overcome the problem of multiple-minima by exchanging temperatures
of several replicas of the system. These replicas are non-interacting with each other and they
run at different temperatures. REMD is also called “parallel tempering” (Earl and Deem,
2005). Another approach used to improve sampling is to construct the bias potential and
add it to the potential energy function of the system (force field). This group of methods,
referred to as umbrella sampling methods, consist of metadynamics (Laio and Gervasio,
2008), conformational flooding, and accelerated dynamics (Lange et al., 2006). The core
feature of metadynamics is the construction of so-called reference potential, which is one
that is the most similar to the actual potential. That is, repulsive markers are placed in a
coarse time line in a space that is spanned by a small number of relevant collective variables.
These markers are then placed on top of the underlying free energy landscape in order to
push the system to rapidly accumulate in the initial basin by discouraging it from revisiting
points in configurational space. In this way, the system is allowed to escape the lowest
transition state as soon as the growing biasing potential and the underlying free energy well
exactly counterbalance each other, effectively allowing the simulation to escape free energy
minima.
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3.2.2 Quantum mechanical (QM) calculations

Ligand-protein interactions can be driven by quantum effects. These include charge transfer,
halogen bonds, or polarisation. Stabilisation energy related to charge transfer can be several
kcal/mol and force field-based schemes cannot describe this stabilisation correctly.
‘Conventional” QM calculations, using HF, DFT, or semi-empirical methods provide a way
to obtain the ground state energy of a ligand-protein system or a part of it. Most programs
based on these are capable of studying molecular properties such as atomic charges,
multipole moments, vibrational frequencies, and spectroscopic constants. In addition, there
are methods allowing the study of excited-state processes, such as time-dependent DFT or
restricted open-shell Kohn-Sham (ROKS) (Li and Liu, 2010).

The application area of QM methods is vast. QM calculations are used for charge derivation
for molecular dynamics simulations, for description of direct interactions (hydrogen bonds,
halogen bonds, aromatic stacking), for calculations of pKa, protonation, redox states, and for
studying solvation effects, such as computing free solvation energies.

Derivation of accurate charges for a system being studied is an important step in
preparation for MD simulation. Failure in charge representation will inevitably lead to
incorrect results. Derivation of charges is done using QM calculations, usually in several
steps, involving optimisation, electrostatic potential generation, and fitting charges into
atoms. RESP methodology, based on charges derived from ab initio HF/6-31G* level of
theory has been for many years a standard in deriving charges for MD simulations (Bayly et
al., 1993, Cieplak et al., 1995, Cornell et al., 1993).

Charge distribution is also required for the calculation of the solvation properties using
conductor-like screening model (COSMO) (Klamt and Schiitirmann, 1993). COSMO, just like
any other continuum solvent approach, approximates the solvent by a dielectric continuum,
surrounding the solute molecules outside of a molecular cavity. In COSMO, the polarisation
charges of the continuum, caused by the polarity of the solute molecule, is derived from a
scaled-conductor approximation (hence the name). In this way, the charge distribution of
the molecule, which can be obtained from the QM calculations, and the energy of the
interaction between the solvent and the solute molecule can be determined.

QM calculations are also used for force field development, such as adding new parameters
and incorporating non-additive effects. Several studies indicate that non-additive effects
(-e.g. electronic polarisation) significantly affect binding affinities of many ligands (Ji and
Zhang, 2008, 2009 and references therein). Electrostatic interactions are critically dependent
on charge distribution around both interacting species, and this distribution is heavily
dependent on the conformation (geometry) of the complex. Description of hydrogen
bonding is also affected by electronic polarisation - some hydrogen bonds, which are found
broken during MD simulation using 'conventional' force fields are found to be stable, when
non-additive force field is used (Ji and Zhang, 2009). Corrections for polarisation can be
added to MD force fields in order to derive protein charges more accurately and provide a
better description of electrostatic interactions. Protein polarisation is important for
stabilisation of the native structures of proteins. MD simulations indicate that inclusion of
polarisation effects not only improves the description of protein native structures, but also
distinguishes native from decoy dynamically: the former are more stable than the latter
under the polarised force fields. These observations provide strong evidence that inclusion
of polarisation effects in calculations of ligand-protein interactions is likely to greatly
improve accuracy of such calculations.
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QM methods are also used in molecular docking. The application of QM methods to
molecular docking was pioneered by Raha and Merz (2004), who developed a semi-
empirical QM-based scoring function and studied ion-mediated ligand binding processes.
Their conclusion was that quantum chemical description is required for metal-containing
systems, mainly because of poorly-defined atom types of metal atoms in most of the force
field parameters, which cannot describe the interactions between a small molecule ligand
and a metal ion in the active site of the protein.

Applicability of QM methods to study ligand-protein system has been discussed in
literature (Raha et al., 2007, Stewart, 2007). As well as these successes, many examples of the
failure of QM approaches have been demonstrated. However, it should be kept in mind that
most of these studies were based on either DFT, or semi-empirical Hamiltonians, which do
not describe van der Waals interactions and hydrogen bonding terms of ligand-protein
interactions correctly. This is, indeed, a serious limitation of “fast”, hence more popular QM
methods. A straightforward way to solve this problem is to add additional correction terms
to the QM energy. It has been demonstrated that the addition of the dispersion energy and
corrections for hydrogen bonds improved the performance of semi-empirical QM methods
dramatically (Rezac et al., 2009). The recently developed PM6-DH2 method (Fanfrlik et al.,
2010) yields, to date, the most accurate results for non-covalent interactions among the semi-
empirical QM methods. For small non-covalent complexes, the results obtained were
comparable to the high-level wave-function theory-based calculations within chemical
accuracy (1 kcal/mol) (Rezac et al., 2009).

Another major bottleneck of QM methods applied to studying ligand-protein interactions
thermodynamics is the size of the system. DFT can handle up to 150 atoms, highly-accurate
methods such as coupled-clusters can handle a few tens of atoms and require very fast
computers and long computing times. This limitation of the size of the systems that can be
studied seriously compromises its usage in the study of ligand-protein thermodynamics. For
instance, the usage of the linear scaling algorithm MOZYME (Stewart, 2009) based on the
localised orbitals allows size increases to systems as large as 18 000 atoms and above, which
allows calculation of very large ligand-protein complexes. Due to these developments QM
methods have become, therefore, very useful for fast and highly accurate predictions of
ligand-protein interactions energetics.

An alternative approach is to use so-called divide-and-conquer (DIVCON) algorithm (Dixon
and Merz, 1996, 1997). The principle is to divide a large system into many smaller
subsystems, separately determine the electron density of each of these subsystems, and then
to add the corresponding contributions from each subsystem in order to obtain the total
electron density and the energy.

4. Examples

In the previous sections of this chapter, I briefly introduced the forces governing
macromolecular associations and characterised methods commonly used to assess these
contributions. Here, I will illustrate on several examples of 'real' ligand-protein systems and
the way how their binding thermodynamics is studied.

4.1 Hydrophobic versus hydrophilic binding pocket: MUP and HBP
Both histamine-binding protein (HBP) and mouse major urinary protein (MUP) are
members of lipocalin family of proteins, so their overall structures are similar (Figure 4). The
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binding pocket of HBP contains a number of polar and charged residues, hence it is an
example of a 'hydrophilic' binder. In contrast to HBP, the binding pocket of MUP is very
'hydrophobic'. Surprisingly, both HBP and MUP are characterised by similar overall entropy
of ligand binding,.

In our recent study (Syme et al., 2010) we compared the driving forces for binding between
these two proteins in terms of entropic contributions from ligand, protein, and solvent. We
performed an extensive study combining x-ray crystallography, NMR spectroscopy, ITC,
MD simulations, and QM calculations.

4.1.1 Structures of HBP and MUP

The structure of MUP was solved both by x-ray crystallography and solution NMR (Barratt
et al., 2005, Kuser et al., 2001, Timm et al., 2001). Several ligand-MUP complexes were
studied, including long-chain alcohols, pyrazine derivatives, and pheromones as ligands.
Regardless of the chemical nature of ligand, the protein structures are very similar to each
other: the desolvated ligand, which occupies the central, hydrophobic binding pocket,
causes very few conformational changes (Figure 4, left panel).

The crystal structure of HBP complexed with histamine revealed two binding sites for the
ligand: one of them possessing considerably higher affinity than the other (Figure 4, right
panel) (Syme et al., 2010). Therefore, in order to simplify the thermodynamic analysis of
ligand binding, a mutant of HBP was designed. In this mutant, denoted as HBP-D24R,
negatively charged aspartic acid D24 inside the “low” affinity site was replaced by larger
and positively charged arginine. This abolished binding of ligand to the “low” affinity site.

Fig. 4. Crystal structures of MUP (left panel) and HBP (right panel). Both MUP and HBP are
displayed with their ligands bound: octanediol (purple), and histamine (pink). Ligands are
represented as VDW spheres. For MUP, superimposed structures of apo (blue) and holo
(dark cyan) protein are showed, in order to display a lack of major conformational changes
associated with ligand binding. For HBP, the second (low affinity) binding site is showed
and coloured yellow.

4.1.2 Calorimetric studies of MUP
Given that the binding pocket of MUP is very hydrophobic, an entropy-driven binding
signature might have been expected for ligand-MUP interactions. Surprisingly, global
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thermodynamics data obtained for pyrazine ligands (Barratt ef al. 2004) and alcohols (Barratt
et al., 2006) showed that binding is driven by favourable enthalpic contributions, rather than
the classical hydrophobic effect. The only hydrogen bond that could be formed between a
ligand and the protein binding site involved the hydroxyl group of tyrosine Y120. Barratt et
al. (2004) reported that ITC measurements on the binding of isobutyl-methoxypyrazine
(IBMP) to the Y120F (phenylalanine side chain lacks hydroxyl group) mutant showed
slightly reduced enthalpy of binding compared to wild-type MUP, but the binding was
nonetheless enthalpy-driven.

Binding of long-chain alcohols, such as n-octanol, n-nonanol, and 1,8 octan-diol was
characterised by similar thermodynamic signature. Contrary to expectations, binding was
enthalpy-driven (Barratt et al., 2006). Each complex was characterised by a bridging water
molecule between the hydroxyl group of Y120 and the hydroxyl group of ligand. The
thermodynamic penalty to binding derived from the unfavourable desolvation of 1,8 octan-
diol (+21 kJ/mol with respect to n-octanol, which came from an additional hydroxyl group
facing a hydrophobic pocket) was partially offset by a favourable intrinsic contribution.
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LA 208 -532+33 -120+£3.6 412415 50.6+34.8

Fig. 5. ITC data for obtained for HBP. Binding curves for HBPD24R mutant and wild-type
BP are displayed in left and right panel, respectively. Bottom panel shows thermodynamic
parameters for mutated and wild-type HBP, obtained from ITC measurements.
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4.1.3 Calorimetric studies of HBP

Typical ITC isotherms for the binding of histamine to the HBP-D24R mutant (top panel) and
wild-type HBP (middle panel), and the resulting thermodynamic parameters (bottom panel)
are shown in Figure 5. Consistent with structural data, histamine bound to wild-type HBP
with 2:1 stoichiometry (both binding sites occupied), while to mutant with 1:1 stoichiometry.
In both cases, histamine bound with high affinity (Kd in nanomolar range), but the binding
enthalpies and entropies were somewhat different, even though binding was largely
enthalpy-driven in both cases. These differences in thermodynamic details are a
manifestation of the enthalpy-entropy compensation, introduced in the previous sections of
this chapter: wild-type HBP binds histamine with similar affinity than D24R mutant, but its
enthalpic contribution is more favourable than that of D24R, at the expense of the entropic
contribution, which is less favourable in wild-type HBP than in D24R mutant.

A major concern regarding the data shown in Figure 5 was the possibility of proton
exchange (release or binding) during the binding event. In such case, the observed enthalpy

change A4H,would contain contributions from the ionisation of the buffer (4H,,,), as

explained previously. To assess this effect, titrations between histamine and HBP-D24R
mutant were performed in two different buffers, characterised by very different values of
the ionisation enthalpy (4H,, 47.45 kJ/mol and 3.6 kJ/mol, respectively). Thus, any

contribution from proton exchange should be easily detectable on the basis of the
differences in AH, for the histamine-HBP interaction. Obtained enthalpies (-58 and -61

kJ/mol, respectively) showed that there were no significant protonation effects associated
with histamine-HBPD24R binding.

ion

4.1.4 NMR relaxation measurements

In order to gain deeper insight into the entropic contribution to binding of ligands to HBP
and MUP, 5N NMR relaxation measurements were employed to probe per-residue
conformational entropies for backbone amides for the free (apo) protein and for the ligand-
protein complexes. Backbone 15N longitudinal and transverse relaxation rates (R1 = 1/T1
and R2 = 1/T2, respectively) were determined for the free protein and the complexes with
ligands. Amide 5N and 'H-1N resonance assignments in the apo-HBP, apo-MUP, and the
ligand-protein complexes were determined by use of conventional three-dimensional triple-
resonance experiments.
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Fig. 6. Backbone amide entropy changes for HBP-D24R, quantified as differences between
entropy of holo and apo protein for each protein residue. The plot shows histamine binding
- induced changes in entropy assessed by 15N relaxation measurements.
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For both HBP and MUP, both positive and negative changes in local backbone entropy were
observed. Entropy changes were not restricted to the binding pocket but were dispersed
over the protein (Figure 6). For HBP as well as MUP, TAS summed over backbone amides
was close to the error value, ie., an overall change in backbone entropy that was not
statistically different from zero (Syme et al., 2010).

4.1.5 Molecular dynamics (MD) simulations

MD simulations were used to examine the solvation of the binding pocket of MUP and HBP.
The MUP binding pocket was found virtually devoid of water, even without any ligand
bound (Barratt et al., 2006). Even if water molecules were artificially “forced in” at the
beginning of the MD simulation, they did not remain inside the pocket. This observation
contributed to the explanation of the unexpected thermodynamic signature of the ligand
binding to MUP, measured by ITC.

An average of five to six water molecules is observed in the binding pocket of HBP over the
simulation time in the absence of ligand. Analysis of the diffusion and rotational correlation
functions of these solvent molecules suggested that their dynamic behaviour was very
similar to those of bulk water (Syme et al., 2010), which suggests that the return of these
water molecules to bulk solution on ligand binding would not offer any significant
contribution to the binding entropy.

For HBP, side chain entropies were computed from the MD simulation. Moreover, as a test
of the robustness of these simulations, backbone amide entropy changes were calculated
from the MD simulation and compared to NMR data. The comparison was very favourable
(16.4 £ 1.0 kJ/mol versus 12.4 = 9.8 kJ/mol), which raised confidence in the applied
methodology. Contribution from the protein side chains was estimated at +17.4+ 1.8 kJ/mol
(Syme et al., 2010). Taken together, these data strongly indicate an overall increase in
entropy on ligand binding. This observation, although counter-intuitive, it is not without
precedent in the literature (MacRaild et al., 2007, Stoeckmann et al., 2008).

MD simulations were also used to estimate the entropic contributions from the ligand. A
contribution from the loss in vibrational degrees of freedom of histamine on binding to HBP
was estimated using the Schlitter's method (Schlitter, 1993), leading to an unfavorable
contribution of ~-22 + 2.4 kJ/mol.

In addition to this contribution, there was an assumption that internal degrees of freedom of
the ligand are heavily constrained upon binding. The unfavorable contribution from the
three relevant internal degrees of freedom of histamine amounted to =~-12 kJ/mol
(Lundquist et al., 2000). In addition, the entropic contribution from the loss of translational
and rotational degrees of freedom of the ligand depends on the logarithm of the molecular
mass, and on the basis of earlier work this represents an unfavorable contribution that can
be estimated as = -25 kJ/mol (Turnbull et al., 2004).

4.1.6 Solvation thermodynamics estimation

For MUP ligands, it was possible to measure their solvation free energies directly, using the
water/vapor partitioning experiments (Shimokhina et al., 2006). For histamine, experimental
measurements could not be done due to non-volatility of histamine, and hence the ligand
free solvation energies were calculated quantum-chemically, using the COSMO model
(Klamt and Schiitirmann, 1993). Prior to running calculations, the ligand was optimised
using ab initio QM calculations (RFH/6-31G* basis set). The optimised structure was
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subjected to COSMO calculations at three different temperature settings (270, 300, and 330
K) in order to extract the enthalpic and entropic contributions to the free energy of solvation,
using the finite-difference approach. The approximation used therein was based on the
assumption that the heat capacity is constant over a certain range of temperatures near the
target temperature, T. In the case of solute molecules solvated in water, this approximation
usually holds near room temperature for temperature ranges (denoted as A T) as wide as 50
K. Using the finite-difference approximation, the entropy can be approximated at the target
temperature as in equation (11):

AG(T+AT)—AG(T—AT)] 1)

45(T)= _( 2AT

where AS(T) denotes entropy at the target temperature, AG(T) is the free energy of solvation

energy, and AT is the temperature difference. For the calculations presented here AT was 30
K.

Obviously, it was very difficult to assess the accuracy of such calculations, but the
experimental solvation thermodynamics of two related “fragments” of histamine have been
reported (Cabani et al., 1981). Comparison (Table 1) shows that the solvation free energies
are reproduced very well, and the solvation entropies and enthalpies reasonably well (for n-
propylamine) compared with experiment, which lends some confidence in the computed
values for histamine.

Ligand AG? (kJ/mol) AH (kJ/mol) TAS° (kJ/mol)
Histamine -70.1 -137.2 -67.1
n-propylamine -16.5 -65.5 -49
n-propylamine (exp) -18.4 -55.8 -37.4
2-methyl imidazole -43 -96.3 -53.3
2-methyl imidazole (exp) -42.9 n.a. na.

Table 1. Solvation parameters: free energy, enthalpy, and entropy at temperature 300 K for
histamine and related ligands. All values are given in k]J/mol. Experimental values (exp) are
taken from Cabani et al. (1981).

4.1.7 Driving forces for ligand binding by MUP and HBP

Ligand binding to both HBP and MUP was strongly enthalpy-driven. The overall entropy of
binding was the same within error for both MUP and HBP, yet the contributions from
protein, ligand, and solvent are very different.

In the case of HBP, the dominant entropic contribution to binding arises from ligand
desolvation, with a significant contribution from protein degrees of freedom. This
contribution is favourable. However, the overall entropic contribution to binding is
unfavourable, which indicates that the entropic contribution from desolvation of the protein
binding pocket is strongly unfavourable.

In MUP, a favourable contribution to binding entropy is also derived from ligand
desolvation, but is unable to overcome the unfavourable contribution from “freezing”
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ligand degrees of freedom upon binding. The favourable entropic contribution from
desolvation of the protein binding pocket that one would predict in a “classical”
hydrophobic interaction is absent in MUP, since the occluded binding pocket is substantially
desolvated prior to binding. This phenomenon has subsequently been observed in other
proteins, such as streptavidin and HIV-protease receptors (Young ef al., 2007).

As suggested by MD simulations, there are around 6 water molecules (on average)
occupying the binding site of HBP prior to ligand binding. As already stated, no significant
change in entropic contribution should arise from displacing these waters upon ligand
binding, since their dynamic behaviour inside the pocket is similar to the behaviour of the
bulk water. However, four water molecules are sequestered in the binding pocket in the
histamine-HBP complex. These waters are significantly more ordered than the bulk water
(Syme et al., 2010), which contributes negatively to the entropic term of binding free energy.
This unfavourable entropic contribution can be estimated as about -30 to —40 kJ/mol,
which is qualitatively consistent with the observed sign of AC, on binding,.

In conclusion, in the case of HBP, we found favourable entropic contributions to binding
from desolvation of the ligand. However, the overall entropy of binding was unfavourable
due to a dominant unfavourable contribution arising from the loss of ligand degrees of
freedom, together with the sequestration of solvent water molecules into the binding pocket
in the complex. This can be contrasted with MUP, where desolvation of the protein binding
pocket made a minor contribution to the overall entropy of binding given that the pocket is
substantially desolvated prior to binding.

4.2 An integrated picture of galactose binding to Arabinose Binding Protein (ABP)

The arabinose binding protein is found in the periplasm of Gram-negative bacteria. It
belongs to the family of proteins, which extert their biological function as components of
osmotic shock-sensitive transport systems for sugars and amino acids (Vyas et al., 1991).
Besides its biological context, ABP is a very well-defined model system for structure-activity
relationships in the hydrophilic ligand binding systems. As demonstrated by ITC, ABP
interacts with its natural ligands, namely L-arabinose and D-galactose, and their deoxy
derivatives (Daranas et al., 2004). The interactions are enthalpy-driven. The galactose-ABP
interactions served as a model for interactions between hydrophilic ligands and hydrophilic
binding pockets. Such choice of the model system was made mainly because of the large
unfavourable entropic contribution to binding, whose origin was difficult to understand in
the framework of the current ligand-protein interaction paradigms. Such a large entropy
change upon ligand binding is frequently observed in proteins interacting with
carbohydrate ligands, and it contributes to the fact that these interactions are notoriously
challenging for predictions and design. In order to address those issues, we employed a
combination of solution NMR and MD simulations.

4.2.1 NMR measurements of ABP

An essential prerequisite to NMR studies of protein dynamics was the establishment of the
1H, 15N and 13C resonances that contributed to the investigated spectra. These assignments
have been obtained for the complex of ABP with the ligand D-galactose using conventional
triple-resonance assignment strategies (Daranas et al, 2004). Assignments for the unbound
(apo) ABP were determined from these results, using an approach that combined
conventional triple-resonance assignment strategies and !H-1N heteronuclear single
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quantum coherence (HSQC) titrations of ABP with 1-deoxy-galactose, which is a fast-
exchanging ligand (MacRaild et al., 2007).

From these assignments, a comparison was made of the chemical shifts of the backbone
amide resonances of ABP in the unbound state and in the complex (Figure 7). Large
chemical shift changes were observed in the binding site area and in the region linking the
two domains of ABP. This suggested that ligand binding might be associated with a
substantial conformational change in ABP (Figure 8). Such conformational change (domain
reorientation) upon binding is observed in other members of the periplasmic-binding
protein family, and have been proposed for ABP on the basis of the results of small-angle X-
ray scattering and theoretical studies (Mao et al., 1982, Newcomer et al., 1981). Smaller
changes in chemical shift were also observed at sites distal to the binding site, which
suggests that small conformational changes, resulting from protein dynamic behaviour,
occur upon the binding event.
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Fig. 7. Chemical shifts for galactose binding to ABP. Changes in backbone amide chemical
shifts are plotted against protein residue number.

Fig. 8. Conformational changes between apo-ABP (light blue) and galactose-ABP complex.
The apo protein is much more 'open' than the complex. Large conformational changes are
observed in the hinge region (coloured red), and the reorientation of N-domain (yellow) and
C-domain (dark blue) towards each other is quite pronounced. Bound galactose is coloured
cyan and displayed as VDW spheres. Side chains of several residues involved in direct
interactions with ABP are showed and coloured dark cyan.
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Full sets of 15N relaxation measurements were made for ABP in its apo form and in complex
with D-galactose, L-arabinose and D-fucose. The analysis of these measurements, assessed
by means of Lipari-Szabo model-free approach (1982), allowed for extraction of the
information on the extent of 'fast' (ps-ns time scale) motion of the protein backbone and
15N-containing side chains. Differences in Lipari-Szabo generalised order parameters (S*)
between apo- and holo-ABP and were interpreted in terms of changes in dynamics
accompanying the binding event. Thus, observed dynamic changes could be related to
binding thermodynamics by means of the relationship between changes in order parameters
derived from NMR relaxation and changes in conformational entropy. Because S?
parameters are specific to individual bond vectors, the described approach offered an
unprecedented degree of structural resolution in thermodynamic analysis of protein
function.

Surprisingly, generalised order parameters for apo ABP were, in general, larger than for the
ABP-galactose complex. This suggests that 'fast' (pico- to nanosecond time scale) motions
are more extensive in the ligand-protein complex than in the unbound protein.

4.2.2 Molecular dynamics (MD) study

To confirm and further explore NMR relaxation result, we performed MD simulations of
ABP in complex with galactose and its unbound state. In order to make a direct comparison
between the observed order parameters and the simulations, backbone amide order
parameters were calculated from the MD trajectory (MacRaild et al., 2007). A very good
agreement between measured and calculated order parameters was observed, albeit with a
small tendency for the simulation to underestimate the experimental values. The calculated
changes in order parameter upon ligand binding reproduced the changes measured by
NMR excellently, showing an approximately uniform decrease in order parameter (and,
hence, increase of dynamics) upon galactose binding across the protein.

To understand the thermodynamic implications of the observed changes in dynamics, we
employed the relationship between Lipari-Szabo order parameters (5%)and conformational
entropy derived by Yang and Kay (1996).

In addition to generalised order parameters, we observed significant increase in backbone
dynamics in the complex as compared with the apo protein by several other measures. RMS
deviations from the average structure were significantly larger for the galactose-ABP
complex than for apo-ABP. Fluctuations of backbone heavy-atom positions across the
trajectory were generally larger in the complex than in the apo protein.

As well as validating the experimental results, the MD simulations revealed details of
dynamic changes in regions that could not be measured experimentally. Importantly, the
simulations revealed complex changes in the dynamics of the ABP binding site: counter-
intuitively, several residues in the binding site showed increase in flexibility upon binding,
which was consistent with the trend seen throughout the rest of the protein. Other binding
site residues displayed a decrease in flexibility, more in keeping with the intuitive
expectation that ligand binding will reduce the conformational freedom of binding site
residues (Figure 9).

The total entropy alters due to changes in the pico- to nanosecond motion upon galactose
binding, estimated from MD simulations and NMR results, was 610(x 120) J/mol K, which
gives TAS =188(£37) kJ/mol at 308 K. Clearly, this latter value is overestimated, as the
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assumption of un-correlated motion is not likely to hold for all residues of the protein. It is
evident, however, that the entropy change associated with changes in 'fast' dynamics
contributes favourably to the free energy of binding. As the result, it allows the reduction of
the unfavourable entropic contribution associated with ligand binding,.
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Fig. 9. Backbone amide order parameters for apo-ABP and galactose-ABP complex. S*

order parameters were obtained by NMR relaxation measurements (red dots) and MD
simulations (black lines). Data obtained for apo-ABP are showed in panel (a), while results
for galactose-ABP complex are displayed in panel (b). Panel (c) shows changes in order
parameters induced by galactose binding to ABP, with protein secondary structure elements
displayed above. The N-domain of ABP is coloured is yellow, the C-domain is coloured
blue, and the hinge region is coloured red. Residues interacting with the ligand are coloured
cyan. This colouring scheme is consistent with colouring in Figure 10. (figure taken from
MacRaild et al., 2007)

4.2.3 Origins of entropic costs of binding

We investigated the origin of the large and unfavourable entropic contribution to the
binding free energy of galactose-ABP, observed by ITC (Daranas et al., 2004), in terms of the
different contributions.

It is clear that formation of a ligand-protein complex will involve the loss of entropy
associated with constraining the translational and rotational degrees of freedom of one
binding partner with respect to the other. The magnitude of these unfavourable
contributions to the ligand-protein interaction can be approximated. In the case of galactose-
ABP interactions, we took an estimate of the loss of ligand translational and rotational
entropy from the work by Turnbull et al (2004) and Lundquist and his coworkers (Lundquist
and Toone, 2002), which gave at approximately 25 kJ/mol for the free energy penalty.

It is assumed that the bound ligand will experience a loss of entropy reflecting the loss of
conformational flexibility of the ligand in solution. On the assumption that conformational
degrees of freedom are substantially restricted upon ligand-protein binding, the entropic



36 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

penalty arising from loss in degrees of freedom of the galactose hydroxyl rotors alone is
likely to be ~30 kJ/mol (Lundquist and Toone, 2002). Another contribution arises from the
solvation effects. As calculated by means of QM/COSMO approach, desolvation energy of
galactose is +87.6 kJ/mol (at 300 K), which is a significant unfavourable contribution
(Bronowska and Homans, unpublished data).

It is known that the ABP binding site contains a significant number of tightly bound water
molecules, which maintain the structure of the binding site and play a role in governing the
specificity of ligand binding (Quiocho, 1993). Examination of the structures of ABP in
complex with its ligands (galactose, fucose, and arabinose) revealed some 15
crystallographically resolved and structurally conserved water molecules within the binding
site (MacRaild ef al, 2007). Dunitz (1994) estimated the maximal entropic cost of
confinement of a single water molecule to 8 kJ/mol. Even if the cost of confinement of the
water molecules in the binding site of ABP is lower than this maximal value, the overall cost
of confining these water molecules in the binding site will be vast.

All these amount to unfavourable entropic contribution of galactose-ABP binding. However,
the entropy of galactose-ABP interactions is much lower than the sum of these
contributions: as measured by ITC the TAS® amounts to -61 kJ/mol at 308 K (Daranas et al.,
2004). Observed discrepancy can be explained in terms of favourable contribution of protein
dynamics to the entropy of galactose-ABP interactions, which was observed by NMR
measurements and MD simulations.

4.3 Enthalpy-entropy compensation revisited: bovine carbonic anhydrase Il

In studies on the thermodynamics of ligand-protein interactions, it is usually assumed that
the bound ligand is fixed in the binding site. However, there is little direct experimental
evidence for this assumption, and in the case of binding of p-substituted
benzenesulfonamide inhibitors to bovine carbonic anhydrase II (BCA II), the observed
thermodynamic binding signature assessed by ITC measurements leads indirectly to the
conclusion that the bound ligands retain a considerable degree of flexibility (Krishnamurthy
et al., 2006).

BCAII and its binding to a large panel of ligands was reported in literature as a classic
example of enthalpy-entropy compensation. Whitesides and his coworkers studied these
interactions for a series of p-(glycine)n-substituted benzenesulfonamides (where n = 1-5) and
found almost perfect enthalpy-entropy compensation across the series: as demonstrated by
ITC measurements, the enthalpy of binding became less favorable and the entropy more
favorable with increasing chain length. Changes in heat capacity were independent of chain
length, which indicated that the observed changes in binding thermodynamic signatures
across the series cannot be explained on the basis of the classical hydrophobic effect. In
addition, strong evidence exists that these thermodynamic signatures are not driven by
solvent effects (Syme et al., 2010). To explain the observed data, a model was proposed,
which assumed the increased mobility of ligand upon the chain length growth. Such
increased flexibility of the bound ligand (favourable entropic contribution) would be
compensated by a decreased number of direct ligand-protein contacts (unfavourable
enthalpic contribution).

Such an increase in mobility of the ligand can be readily probed by !N NMR relaxation
measurements and computational studies. Thus, we investigated these using a combination
of the solution NMR and MD simulations. Two series of ligands were studied: The first
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(series 1) consisted of six ligands with different chain lengths (1 = 1-6), isotopically 1°N -
labeled at the terminal amide, whereas the second (series 2) comprised six ligands with the
same chain length (n = 6), but isotopically 15N -labeled at a single amide at each position n.
The ligands bound at the BCAII binding site are shown in Figure 10.

Fig. 10. The binding of investigated benzenesulfonamides to BCAIIL The protein backbone is
coloured cyan, with three histidines (yellow) coordinating zinc atom (dark blue dot)
displayed. The ligand is showed, with glycine side chains represented as VDW spheres and
coloured as follows: n=1 - purple, n=2 - red, n=3 - orange, n=4 - bright yellow, n=5 - dark
green, and n=6 - blue.

Contrary to expectation, we found that the observed thermodynamic binding signature
could not be explained by residual ligand dynamics in the bound state, but rather results
from the indirect influence of ligand chain length on protein dynamics.

Chemical shift changes on ligand binding were monitored by simple one-dimensional H, 15N
HSQC spectra. It was possible, since each ligand was selectively >N -labeled. The results
(Figure 11) indicated that residues proximal to the aromatic moiety of ligand show substantial
changes in chemical shift, whereas residues more distant to the aromatic moiety show much
smaller changes. The former is indicative of interactions with the protein, while the latter
suggests less substantive interactions with the protein by these more distant residues.
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Fig. 11. Observed chemical shift differences between free ligands and ligand-BCAII
complexes, for both series of ligands, plotted against the number of glycine residues (n from
1 to 6) in the side chain (Stoeckmann et al., 2008).
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In order to obtain a more detailed picture of ligand dynamics in the bound state, 5N NMR
relaxation data (R1, R2, NOE) were measured for each series of ligands. The results obtained
showed that the ligand chain became more dynamic as n increased. However, there were
substantial differences between series 1 and 2 ligands: series 1 ligands were much more
dynamic for small n values, while in case of series 2 ligands, the three residues nearest the
aromatic ring adopted slow dynamic motions, whereas the three residues distal to the
aromatic ring adopted faster dynamics similar to series 1 ligands.

The relaxation data were analysed using the Lipari-Szabo model-free approach (1982) and
the 'fast' dynamics was quantified by means of generalised order parameters. The entropic
contributions arising from these 'fast' motions were assessed from S? parameters using the
relation derived by Yang and Kay (1996).

The order parameters of all ligand Gly residues in both series were much smaller than those of
backbone residues within protein, indicating a comparatively high mobility of the ligand
chain. The first two residues of the ligand were relatively immobile adjacent to the aromatic
ring and are engaged in direct interactions with the protein, whereas the last four Gly residues

were significantly more mobile, with S? values indicating motions being unrestricted by

BCAII protein. From S? values, the entropic contribution to ligand-BCAII binding arising
from each Gly residue, could be obtained. These data are shown in Figure 12.
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Fig. 12. Top panel: order parameters for backbone amide (N-H) bond vectors for ligand
series 1 (white) and 2 (black), obtained from NMR relaxation measurements. Middle panel:
Derived entropy differences for series 1 ligands (white) compared to entropies of binding
obtained from ITC measurements (black) (Krishnamurthy ef al., 2006). Bottom panel:
Entropy differences for series 2 ligands (per N-H bond vector), obtained by NMR.
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Comparing these results with ITC data by Krishnamurthy et al. (2006), it is clear that a poor
correlation exists between the change in ligand conformational entropy determined from
NMR relaxation studies and the entropies of binding derived from ITC (Figure 14, middle
panel). It indicates that a model based on increased dynamics of the ligand in the bound
state is not a plausible explanation for the observed thermodynamic binding data. This is
not entirely unexpected since the ITC values are global parameters, which include
contributions not only from the ligand, but from protein and solvent as well. However, the
role of solvation is unlikely to be the driving one in the case of ligand-BCAII binding - for
three reasons. First, AC, values for the interaction determined by ITC are independent of
Gly chain length (Stoeckmann et al., 2008). Second, these values are fairly small: around 80
J/mol/K. Finally, ligands are not fully desolvated upon the binding event: more distal
residues extend beyond the binding pocket and they interact with water molecules. The
observed increase in entropy with respect to the ligand chain length is approximately linear,
which argues against a significant solvation contribution.

It was hoped that assessment of the protein contribution would shed light on the observed
binding signature. To achieve this, MD simulations of both series of ligands in complexes
with BCAII were performed (Stoeckmann et al., 2008). In order to validate the methodology,
generalised order parameters for ligand amide vectors were calculated from the trajectory
and compared to NMR data. These MD trajectories were then used to probe the influence of
ligand binding on protein dynamics. Specifically, S*> values for backbone amide bond
vectors, side chain terminal heavy-atom bond vectors, and corresponding conformational
entropies were calculated for each complex with series 1 ligands.

The results obtained showed that the aromatic moiety became correspondingly more rigid
with respect to series 1 ligand chain length. This was consistent with the NMR data showing
that addition of successive glycine residues decreased the dynamics of the preceding units.
Moreover, we observed the trend of increased dynamics of protein residue side chains with
respect to ligand chain length (Table 2). This counter-intuitive observation that ligand
binding increases protein dynamics has been observed in a number of ligand-protein
systems, including ABP, which was described in the previous section of this chapter.

Residues Gly2-Gly1 Gly3-Gly2 Gly4-Gly3 Gly5-Gly4 Gly6-Glyb
Biding site 437+1.1 528 +1.2 433+1.0 311+1.0 6.04+£1.3
Whole protein 149+1.7 46+18 55+22 99+24 84+25

Table 2. Differences in per-residue entropies quantified as TDS (in k] /mol at temperature
300 K) for residues in the binding pocket of BCAII as well as for the whole BCAII protein.
Displayed differences are result of changing side chain length of the ligand (Glyn - Glyn.1).

Summarising, our results suggest that the enthalpy-entropy compensation observed for
binding of ArGlynO- ligands to BCA II derives principally from an increase in protein
dynamics, rather than ligand dynamics, with respect to the ligand chain length.
Krishnamurthy and his coworkers showed that enthalpy-entropy compensation was
observed for a range of BCAII ligands, whose structurally distinct chain types gave similar
thermodynamic signatures (Krishnamurthy et al.,, 2006). This suggests that a common
process is underway that is unlikely to be related to specific interactions between the chain
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and the protein. In our study, we demonstrated an increase in protein dynamics upon
binding longer-chained ligands. This observation provides an explanation for the enthalpy-
entropy compensation across these structurally distinct ligands.

5. Conclusions

The notion of the binding event being the result of shape complementarity between ligand
and protein binding site (key-and-lock model) has been a paradigm in the description of
binding events and molecular recognition phenomena for a long time. The recent discovery
of the important role played by protein dynamics and solvent effects, as well as the
enthalpy-entropy compensation phenomenon, challenged this concept, and demanded the
thorough examination of entropic contributions and solvent effects. Assessment of all these
contributions to the thermodynamics of ligand-protein binding is a challenging task.
Although understanding the role of each contribution and methods allowing for a complete
dissection of thermodynamic contributions are tasks far from being completed, significant
progress has been made in recent years. For instance, development of high-resolution
heteronuclear NMR methods allowed for assessment of the contribution from protein
degrees of freedom to the intrinsic entropy of binding. The usefulness of such approach has
been demonstrated in the course of this chapter on several ligand-protein examples. In
addition, progresses in the development of MD-related methodologies and advanced force
fields enabled the application of the NMR-derived formalism on relevant time scales and the
assessment of the intrinsic entropic contributions solely using computational methods.
Development of QM methods allows the study of larger and larger systems, while advances
in ITC calorimetry allow the use of very small amounts of reagents for a single experiment.
Despite this progress, much remains to be done. The enthalpy-entropy compensation
phenomenon seems to be widespread among ligand-protein systems. It seems universal:
binding restricts motions, while motions oppose tight confinement. However, our current
knowledge about intrinsic protein dynamics is still insufficient to allow us to predict this
phenomenon and hence to exploit it for the purposes of rational molecular design. Another
challenge lies within the quantification of solvation contributions. There seem to be
conflicting data regarding the contributions from confined water molecules. Their influence
on binding can be favourable or unfavourable, enthalpy- or entropy- driven. Bound water
molecules can be released upon ligand binding or - on the contrary - bind tighter (Poornima
CS and Dean, 1995a-c). Their presence can make the protein structure more rigid (Mao et al.,
2000), or more flexible (Fischer and Verma, 1999). Finally, protein binding sites can be fully
solvated prior to binding, or fully desolvated (Barratt et al., 2006, Syme et al., 2010). The only
common feature that seems to exist is that the contribution of the solvation effects to the
ligand-protein binding thermodynamics can be - and often is - significant.

Last but not least, intrinsic entropic contributions are notoriously difficult to quantify. A
handful of experimental and theoretical methods can be employed to quantify these
contributions, as have been described. However, all of these methods have their limitations,
and one should be aware of these and of the assumptions that are being made. Theoretical
results should be treated with caution, experimental data likewise, as they are based on
many approximations and heavily dependent on the conditions applied. Care must be taken
not to over-extrapolate data, and not fall the victim to confirmation bias.

Fundamentally, in order to predict free energy of binding accurately, it would be necessary
to go beyond predicting a single 'dominant' conformation of the ligand-protein complex. It
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should be emphasised that the overall shape of the free energy landscape controls the
binding free energy. This shape is affected by the depth and width of the local minima, and
the height and breadth of the energy barriers. The factors that shape that landscape include
intrinsic entropic contributions of both interacting partners, ligand poses, protein
conformations, solvent effects, and protonation states. Computational and experimental
approaches combined together can provide insight into this crucial but otherwise hidden
landscape, which is pivotal not only to understand the origin of each contribution and its
role in the binding event, but which can allow a truly rational molecular design.
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1. Introduction

Thermodynamics deals with the transformations of the energy in a system and between the
system and its environment. Hence, it is involved in every atmospheric process, from the
large scale general circulation to the local transfer of radiative, sensible and latent heat
between the surface and the atmosphere and the microphysical processes producing clouds
and aerosol. Thus the topic is much too broad to find an exhaustive treatment within the
limits of a book chapter, whose main goal will be limited to give a broad overview of the
implications of thermodynamics in the atmospheric science and introduce some if its jargon.
The basic thermodynamic principles will not be reviewed here, while emphasis will be
placed on some topics that will find application to the interpretation of fundamental
atmospheric processes. An overview of the composition of air will be given, together with
an outline of its stratification in terms of temperature and water vapour profile. The ideal
gas law will be introduced, together with the concept of hydrostatic stability, temperature
lapse rate, scale height, and hydrostatic equation. The concept of an air parcel and its
enthalphy and free energy will be defined, together with the potential temperature concept
that will be related to the static stability of the atmosphere and connected to the Brunt-
Vaisala frequency.

Water phase changes play a pivotal role in the atmosphere and special attention will be
placed on these transformations. The concept of vapour pressure will be introduced together
with the Clausius-Clapeyron equation and moisture parameters will be defined. Adiabatic
transformation for the unsaturated and saturated case will be discussed with the help of
some aerological diagrams of common practice in Meteorology and the notion of neutral
buoyancy and free convection will be introduced and considered referring to an
exemplificative atmospheric sounding. There, the Convective Inhibition and Convective
Available Potential Energy will be introduced and examined. The last subchapter is devoted
to a brief overview of warm and cold clouds formation processes, with the aim to stimulate
the interest of reader toward more specialized texts, as some of those listed in the conclusion
and in the bibliography.

2. Dry air thermodynamics and stability

We know from experience that pressure, volume and temperature of any homogeneous
substance are connected by an equation of state. These physical variables, for all gases over a
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wide range of conditions in the so called perfect gas approximation, are connected by an
equation of the form:

pV=mRT 1)

where p is pressure (Pa), V is volume (m3), m is mass (kg), T is temperature (K) and R is the
specific gas constant, whose value depends on the gas. If we express the amount of substance
in terms of number of moles n=m/M where M is the gas molecular weight, we can rewrite (1)
as:

pV=nR*T (2)

where R" is the universal gas costant, whose value is 8.3143 ] mol1 K-1. In the kinetic theory of
gases, the perfect gas is modelled as a collection of rigid spheres randomly moving and
bouncing between each other, with no common interaction apart from these mutual shocks.
This lack of reciprocal interaction leads to derive the internal energy of the gas, that is the
sum of all the kinetic energies of the rigid spheres, as proportional to its temperature. A
second consequence is that for a mixture of different gases we can define, for each
component i , a partial pressure p; as the pressure that it would have if it was alone, at the
same temperature and occupying the same volume. Similarly we can define the partial
volume V; as that occupied by the same mass at the same pressure and temperature, holding
Dalton’s law for a mixture of gases i:

p=x. pi €)
Where for each gas it holds:

piV=niR*T @)

We can still make use of (1) for a mixture of gases, provided we compute a specific gas
constant R as:

R — X mR; (5)

m
The atmosphere is composed by a mixture of gases, water substance in any of its three

physical states and solid or liquid suspended particles (aerosol). The main components of
dry atmospheric air are listed in Table 1.

Gas Molar fraction Mass fraction Specific gas constant
( Kg' K1)
Nitrogen (N2) 0.7809 0.7552 296.80
Oxygen (02) 0.2095 0.2315 259.83
Argon (Ar) 0.0093 0.0128 208.13
Carbon dioxide (CO2) 0.0003 0.0005 188.92

Table 1. Main component of dry atmospheric air.

The composition of air is constant up to about 100 km, while higher up molecular diffusion
dominates over turbulent mixing, and the percentage of lighter gases increases with height.
For the pivotal role water substance plays in weather and climate, and for the extreme
variability of its presence in the atmosphere, with abundances ranging from few percents to
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millionths, it is preferable to treat it separately from other air components, and consider the
atmosphere as a mixture of dry gases and water. In order to use a state equation of the form
(1) for moist air, we express a specific gas constant R; by considering in (5) all gases but
water, and use in the state equation a virtual temperature T, defined as the temperature that
dry air must have in order to have the same density of moist air at the same pressure. It can
be shown that

T

Ty = —r ) (©)
1';(1'»47)

Where M,, and M, are respectively the water and dry air molecular weights. T, takes into

account the smaller density of moist air, and so is always greater than the actual

temperature, although often only by few degrees.

2.1 Stratification

The atmosphere is under the action of a gravitational field, so at any given level the
downward force per unit area is due to the weight of all the air above. Although the air is
permanently in motion, we can often assume that the upward force acting on a slab of air at
any level, equals the downward gravitational force. This hydrostatic balance approximation
is valid under all but the most extreme meteorological conditions, since the vertical
acceleration of air parcels is generally much smaller than the gravitational one. Consider an
horizontal slab of air between z and z +dz, of unit horizontal surface. If pis the air density at
z, the downward force acting on this slab due to gravity is gpoz. Let p be the pressure at z,
and p+dp the pressure at z+oz. We consider as negative, since we know that pressure
decreases with height. The hydrostatic balance of forces along the vertical leads to:

—8p = gpéz @)

Hence, in the limit of infinitesimal thickness, the hypsometric equation holds:

op _
-3, = —9p ©)

leading to:

p(@) = [ gpdz )

As we know that p(x0)=0, (9) can be integrated if the air density profile is known.

Two useful concepts in atmospheric thermodynamic are the geopotential ®, an exact
differential defined as the work done against the gravitational field to raise 1 kg from 0 to z,
where the 0 level is often taken at sea level and, to set the constant of integration, @(0)=0,
and the geopotential height Z= @30, where go is a mean gravitational acceleration taken as
9,81 m/s.

We can rewrite (9) as:

2(@) = - |, gdz (10)

Values of z and Z often differ by not more than some tens of metres.

We can make use of (1) and of the definition of virtual temperature to rewrite (10) and
formally integrate it between two levels to formally obtain the geopotential thickness of a
layer, as:
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= Ra (P2 p dp
AZ = % fm T, > (11)
The above equations can be integrated if we know the virtual temperature T, as a function
of pressure, and many limiting cases can be envisaged, as those of constant vertical
temperature gradient. A very simplified case is for an isothermal atmosphere at a
temperature T,=To, when the integration of (11) gives:

_ RaTo P1\ _ P1
AZ =2 (B) = H In (p—) (12)
In an isothermal atmosphere the pressure decreases exponentially with an e-folding scale
given by the scale height H which, at an average atmospheric temperature of 255 K,
corresponds roughly to 7.5 km. Of course, atmospheric temperature is by no means
constant: within the lowest 10-20 km it decreases with a lapse rate of about 7 K km-1, highly
variable depending on latitude, altitude and season. This region of decreasing
temperature with height is termed troposphere, (from the Greek “turning/changing
sphere”) and is capped by a region extending from its boundary, termed tropopause, up to
50 km, where the temperature is increasing with height due to solar UV absorption by
ozone, that heats up the air. This region is particularly stable and is termed stratosphere
( “layered sphere”). Higher above in the mesosphere (“middle sphere”) from 50 km to 80-90
km, the temperature falls off again. The last region of the atmosphere, named
thermosphere, sees the temperature rise again with altitude to 500-2000K up to an
isothermal layer several hundreds of km distant from the ground, that finally merges
with the interplanetary space where molecular collisions are rare and temperature is
difficult to define. Fig. 1 reports the atmospheric temperature, pressure and density
profiles. Although the atmosphere is far from isothermal, still the decrease of pressure
and density are close to be exponential. The atmospheric temperature profile depends on
vertical mixing, heat transport and radiative processes.
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Fig. 1. Temperature (dotted line), pressure (dashed line) and air density (solid line) for a
standard atmosphere.
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2.2 Thermodynamic of dry air

A system is open if it can exchange matter with its surroundings, closed otherwise. In
atmospheric thermodynamics, the concept of “air parcel” is often used. It is a good
approximation to consider the air parcel as a closed system, since significant mass exchanges
between airmasses happen predominantly in the few hundreds of metres close to the
surface, the so-called planetary boundary layer where mixing is enhanced, and can be
neglected elsewhere. An air parcel can exchange energy with its surrounding by work of
expansion or contraction, or by exchanging heat. An isolated system is unable to exchange
energy in the form of heat or work with its surroundings, or with any other system. The first
principle of thermodynamics states that the internal energy U of a closed system, the kinetic
and potential energy of its components, is a state variable, depending only on the present
state of the system, and not by its past. If a system evolves without exchanging any heat
with its surroundings, it is said to perform an adiabatic transformation. An air parcel can
exchange heat with its surroundings through diffusion or thermal conduction or radiative
heating or cooling; moreover, evaporation or condensation of water and subsequent
removal of the condensate promote an exchange of latent heat. It is clear that processes
which are not adiabatic ultimately lead the atmospheric behaviours. However, for
timescales of motion shorter than one day, and disregarding cloud processes, it is often a
good approximation to treat air motion as adiabatic.

2.2.1 Potential temperature
For adiabatic processes, the first law of thermodynamics, written in two alternative forms:

cvdT + pdv=0q (13)

cpdT - vdp= 0q (14)

holds for 6g=0, where ¢, and ¢, are respectively the specific heats at constant pressure and
constant volume, p and v are the specific pressure and volume, and g is the heat exchanged
with the surroundings. Integrating (13) and (14) and making use of the ideal gas state
equation, we get the Poisson’s equations:

Tor-1 = constant (15)
Tp+ = constant (16)
por = constant 17)

where y=cy/c, =14 and x=(y-1)/y =R/c, = 0.286, using a result of the kinetic theory for
diatomic gases. We can use (16) to define a new state variable that is conserved during an
adiabatic process, the potential temperature 8, which is the temperature the air parcel would
attain if compressed, or expanded, adiabatically to a reference pressure po, taken for
convention as 1000 hPa.

_ 7 (Po)*
=T (p) (18)
Since the time scale of heat transfers, away from the planetary boundary layer and from
clouds is several days, and the timescale needed for an air parcel to adjust to environmental
pressure changes is much shorter, § can be considered conserved along the air motion for
one week or more. The distribution of 6 in the atmosphere is determined by the pressure
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and temperature fields. In fig. 2 annual averages of constant potential temperature surfaces
are depicted, versus pressure and latitude. These surfaces tend to be quasi-horizontal. An air
parcel initially on one surface tend to stay on that surface, even if the surface itself can vary
its position with time. At the ground level 0 attains its maximum values at the equator,
decreasing toward the poles. This poleward decrease is common throughout the
troposphere, while above the tropopause, situated near 100 hPa in the tropics and 3-400 hPa
at medium and high latitudes, the behaviour is inverted.
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Fig. 2. ERA-40 Atlas : Pressure level climatologies in latitude-pressure projections (source:
http:/ /www.ecmwf.int/research/era/ERA40_Atlas/docs/section_D25/charts/D26_XS_Y
EA html).

An adiabatic vertical displacement of an air parcel would change its temperature and
pressure in a way to preserve its potential temperature. It is interesting to derive an
expression for the rate of change of temperature with altitude under adiabatic conditions:
using (8) and (1) we can write (14) as:

cp dT + gdz=0 (19)
and obtain the dry adiabatic lapse rate T'q:

ar g
r,=-(% =2 20
d (dZ)adiabatic p ( )

If the air parcel thermally interacts with its environment, the adiabatic condition no longer
holds and in (13) and (14) 6q # 0. In such case, dividing (14) by T and using (1) we obtain:

dlnp—xdlnp:—i—qT (1)
Combining the logarithm of (18) with (21) yields:
dlng =22 (22)

cpT

That clearly shows how the changes in potential temperature are directly related to the heat
exchanged by the system.
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2.2.2 Entropy and potential temperature

The second law of the thermodynamics allows for the introduction of another state variable,
the entropy s, defined in terms of a quantity 6g/T which is not in general an exact differential,
but is so for a reversible process, that is a process proceeding through states of the system
which are always in equilibrium with the environment. Under such cases we may pose ds =
(69/T)rev. For the generic process, the heat absorbed by the system is always lower that what
can be absorbed in the reversible case, since a part of heat is lost to the environment. Hence,
a statement of the second law of thermodynamics is:

8q

ds =2 (23)

If we introduce (22) in (23), we note how such expression, connecting potential temperature
to entropy, would contain only state variables. Hence equality must hold and we get:

ding =2 (24)
Cp

That directly relates changes in potential temperature with changes in entropy. We stress
the fact that in general an adiabatic process does not imply a conservation of entropy. A
classical textbook example is the adiabatic free expansion of a gas. However, in atmospheric
processes, adiabaticity not only implies the absence of heat exchange through the
boundaries of the system, but also absence of heat exchanges between parts of the system
itself (Landau et al., 1980), that is, no turbulent mixing, which is the principal source of
irreversibility. Hence, in the atmosphere, an adiabatic process always conserves entropy.

2.3 Stability
The vertical gradient of potential temperature determines the stratification of the air. Let us

differentiate (18) with respect to z:

dlnf _ dInT 5(%_6_1)) (25)
az oz cp \ 0z 0z

By computing the differential of the logarithm, and applying (1) and (8), we get:

T _ o1, g
00z oz + cp (26)

If I'= - (9T/0z) is the environment lapse rate, we get:

r=r,—+2 (27)

Now, consider a vertical displacement 0z of an air parcel of mass m and let p and T be the
density and temperature of the parcel, and p” and T’ the density and temperature of the
surrounding. The restoring force acting on the parcel per unit mass will be:

f=- P;Pg (28)

That, by using (1), can be rewritten as:

fr=——F"9 (29)
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We can replace (T-T") with (T; - T) 6z if we acknowledge the fact that the air parcel moves
adiabatically in an environment of lapse rate I'. The second order equation of motion (29)
can be solved in 6z and describes buoyancy oscillations with period 2//N where N is the
Brunt-Vaisala frequency:

eltof - 23]

oz (30)
It is clear from (30) that if the environment lapse rate is smaller than the adiabatic one, or
equivalently if the potential temperature vertical gradient is positive, N will be real and an
air parcel will oscillate around an equilibrium: if displaced upward, the air parcel will find
itself colder, hence heavier than the environment and will tend to fall back to its original
place; a similar reasoning applies to downward displacements. If the environment lapse rate
is greater than the adiabatic one, or equivalently if the potential temperature vertical
gradient is negative, N will be imaginary so the upward moving air parcel will be lighter
than the surrounding and will experience a net buoyancy force upward. The condition for
atmospheric stability can be inspected by looking at the vertical gradient of the potential
temperature: if 0 increases with height, the atmosphere is stable and vertical motion is
discouraged, if 0 decreases with height, vertical motion occurs. For average tropospheric
conditions, N = 102 s1 and the period of oscillation is some tens of minutes. For the more
stable stratosphere, N ~ 10-1 s1 and the period of oscillation is some minutes. This greater
stability of the stratosphere acts as a sort of damper for the weather disturbances, which are
confined in the troposphere.

3. Moist air thermodynamics

The conditions of the terrestrial atmosphere are such that water can be present under its
three forms, so in general an air parcel may contain two gas phases, dry air (d) and water
vapour (v), one liquid phase (I) and one ice phase (i). This is an heterogeneous system
where, in principle, each phase can be treated as an homogeneous subsystem open to
exchanges with the other systems. However, the whole system should be in
thermodynamical equilibrium with the environment, and thermodynamical and chemical
equilibrium should hold between each subsystem, the latter condition implying that no
conversion of mass should occur between phases. In the case of water in its vapour and
liquid phase, the chemical equilibrium imply that the vapour phases attains a saturation
vapour pressure e at which the rate of evaporation equals the rate of condensation and no
net exchange of mass between phases occurs.

The concept of chemical equilibrium leads us to recall one of the thermodynamical
potentials, the Gibbs function, defined in terms of the enthalpy of the system. We remind the
definition of enthalpy of a system of unit mass:

h=u+pv (31)

Where u is its specific internal energy, v its specific volume and p its pressure in equilibrium
with the environment. We can think of /i as a measure of the total energy of the system. It
includes both the internal energy required to create the system, and the amount of energy
required to make room for it in the environment, establishing its volume and balancing its
pressure against the environmental one. Note that this additional energy is not stored in the
system, but rather in its environment.
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The First law of thermodynamics can be set in a form where } is explicited as:

6q = dh —vdp (32)
And, making use of (14) we can set:
dh = c,dT (33)
By combining (32), (33) and (8), and incorporating the definition of geopotential ® we get:

6q = d(h + ®) (34)

Which states that an air parcel moving adiabatically in an hydrostatic atmosphere conserves
the sum of its enthalpy and geopotential.
The specific Gibbs free energy is defined as:

g=h—-Ts=u+pv—Ts (35)

It represents the energy available for conversion into work under an isothermal-isobaric
process. Hence the criterion for thermodinamical equilibrium for a system at constant
pressure and temperature is that g attains a minimum.

For an heterogeneous system where multiple phases coexist, for the k-th species we define
its chemical potential yy as the partial molar Gibbs function, and the equilibrium condition
states that the chemical potentials of all the species should be equal. The proof is
straightforward: consider a system where n, moles of vapour (v) and n; moles of liquid
water ([) coexist at pressure e and temperature T, and let G = n,p, +mp; be the Gibbs function
of the system. We know that for a virtual displacement from an equilibrium condition, 4G >
0 must hold for any arbitrary dn, (which must be equal to - dn; , whether its positive or
negative) hence, its coefficient must vanish and p, = ;.

Note that if evaporation occurs, the vapour pressure e changes by de at constant
temperature, and du, =v,de, du; = v;de where v, and v; are the volume occupied by a single
molecule in the vapour and the liquid phase. Since v, >> v; we may pose d (i, - p1) = vude and,
using the state gas equation for a single molecule, d(j, - ;) = (kT/e) de. In the equilibrium,

Mo = prand e = e; while in general:

(y — 1) = kTln (f) (36)

holds. We will make use of this relationship we we will discuss the formation of clouds.

3.1 Saturation vapour pressure
The value of e strongly depends on temperature and increases rapidly with it. The
celebrated Clausius -Clapeyron equation describes the changes of saturated water pressure
above a plane surface of liquid water. It can be derived by considering a liquid in
equilibrium with its saturated vapour undergoing a Carnot cycle (Fermi, 1956). We here
simply state the result as:

des _ Ly

=L 37)

dar Ta

Retrieved under the assumption that the specific volume of the vapour phase is much
greater than that of the liquid phase. L, is the latent heat, that is the heat required to convert
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a unit mass of substance from the liquid to the vapour phase without changing its
temperature. The latent heat itself depends on temperature - at 1013 hPa and 0°C is 2.5*10¢ J
kg, - hence a number of numerical approximations to (37) have been derived. The World
Meteoreological Organization bases its recommendation on a paper by Goff (1957):

Log10 es = 10.79574 (1-273.16 /T) — 5.02800 Log10(T / 273.16) +
+1.50475 10— 4(1 - 10(-8.2969 % (T /273.16~1))) + 0.42873 10— (38)

-3 (10(+4.76955*(1-273.16 / T)) — 1) + 0.78614

Where T is expressed in K and e; in hPa. Other formulations are used, based on direct
measurements of vapour pressures and theoretical calculation to extrapolate the formulae
down to low T values (Murray, 1967; Bolton, 1980; Hyland and Wexler, 1983; Sonntag, 1994;
Murphy and Koop, 2005) uncertainties at low temperatures become increasingly large and
the relative deviations within these formulations are of 6% at -60°C and of 9% at -70°.

An equation similar to (37) can be derived for the vapour pressure of water over ice es. In
such a case, L, is the latent heat required to convert a unit mass of water substance from ice
to vapour phase without changing its temperature. A number of numerical approximations
holds, as the Goff-Gratch equation, considered the reference equation for the vapor
pressure over ice over a region of -100°C to 0°C:

Log10esi = —9.09718 (273.16 /T — 1) — 3.56654 Log10(273.16 / T) +

39
+0.876793 (1 — T/ 273.16) + Log10(6.1071) &)

with T in K and e; in hPa. Other equations have also been widely used (Murray, 1967;
Hyland and Wexler, 1983; Marti and Mauersberger, 1993; Murphy and Koop, 2005).

Water evaporates more readily than ice, that is e; > e;; everywhere (the difference is maxima
around -20°C), so if liquid water and ice coexists below 0°C, the ice phase will grow at the
expense of the liquid water.

3.2 Water vapour in the atmosphere

A number of moisture parameters can be formulated to express the amount of water
vapour in the atmosphere. The mixing ratio r is the ratio of the mass of the water vapour m,,
to the mass of dry air my r=myms; and is expressed in g/kgl or, for very small
concentrations as those encountered in the stratosphere, in parts per million in volume
(ppmv). At the surface, it typically ranges from 30-40 g/kg! at the tropics to less that 5
g/kg1 at the poles; it decreases approximately exponentially with height with a scale height
of 3-4 km, to attain its minimum value at the tropopause, driest at the tropics where it can
get as low as a few ppmv. If we consider the ratio of m, to the total mass of air, we get the
specific humidity q as q = my/(my*+mga) =r/(1+r). The relative humidity RH compares the water
vapour pressure in an air parcel with the maximum water vapour it may sustain in
equilibrium at that temperature, that is RH = 100 ¢/e; (expressed in percentages). The dew
point temperature T, is the temperature at which an air parcel with a water vapour pressure
e should be brought isobarically in order to become saturated with respect to a plane surface
of water. A similar definition holds for the frost point temperature T;, when the saturation is
considered with respect to a plane surface of ice.

The wet-bulb temperature T, is defined operationally as the temperature a thermometer
would attain if its glass bulb is covered with a moist cloth. In such a case the thermometer is
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cooled upon evaporation until the surrounding air is saturated: the heat required to
evaporate water is supplied by the surrounding air that is cooled. An evaporating droplet
will be at the wet-bulb temperature. It should be noted that if the surrounding air is initially
unsaturated, the process adds water to the air close to the thermometer, to become
saturated, hence it increases its mixing ratio r and in general T 2 T, > Ty, the equality holds
when the ambient air is already initially saturated.

3.3 Thermodynamics of the vertical motion

The saturation mixing ratio depends exponentially on temperature. Hence, due to the
decrease of ambient temperature with height, the saturation mixing ratio sharply decreases
with height as well.

Therefore the water pressure of an ascending moist parcel, despite the decrease of its
temperature at the dry adiabatic lapse rate, sooner or later will reach its saturation value at
a level named lifting condensation level (LCL), above which further lifting may produce
condensation and release of latent heat. This internal heating slows the rate of cooling of the
air parcel upon further lifting.

If the condensed water stays in the parcel, and heat transfer with the environment is
negligible, the process can be considered reversible - that is, the heat internally added by
condensation could be subtracted by evaporation if the parcel starts descending - hence the
behaviour can still be considered adiabatic and we will term it a saturated adiabatic process. If
otherwise the condensate is removed, as instance by sedimentation or precipitation, the
process cannot be considered strictly adiabatic. However, the amount of heat at play in the
condensation process is often negligible compared to the internal energy of the air parcel
and the process can still be considered well approximated by a saturated adiabat, although
it should be more properly termed a pseudoadiabatic process.

z

Fig. 3. Vertical profiles of mixing ratio r and saturated mixing ratio rs for an ascending air
parcel below and above the lifting condensation level. (source: Salby M. L., Fundamentals of
Atmospheric Physics, Academic Press, New York.)

3.3.1 Pseudoadiabatic lapse rate
If within an air parcel of unit mass, water vapour condenses at a saturation mixing ratio r,, the
amount of latent heat released during the process will be -Ldr.. This can be put into (34) to get:



60 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

—Lydrg = ¢, dT + gdz (40)

Dividing by c,dz and rearranging terms, we get the expression of the saturated adiabatic lapse
rate I's:

L=—%___ Ta (41)

s d w | (4rs
 (we())
Whose value depends on pressure and temperature and which is always smaller than I’ as

should be expected since a saturated air parcel, since condensation releases latent heat, cools
more slowly upon lifting.

3.3.2 Equivalent potential temperature
If we pose 6q = - L.drsin (22) we get:

ag _ Lydrs o %
? - cpT =—d (cpT) (42)
The approximate equality holds since dT/T << dry/r; and L./c, is approximately independent
of T. So (41) can be integrated to yield:

8, = 0 exp (LWTS) 43)

T

That defines the equivalent potential temperature 8, (Bolton, 1990) which is constant along a
pseudoadiabatic process, since during the condensation the reduction of r; and the increase
of 0 act to compensate each other.

3.4 Stability for saturated air

We have seen for the case of dry air that if the environment lapse rate is smaller than the
adiabatic one, the atmosphere is stable: a restoring force exist for infinitesimal displacement
of an air parcel. The presence of moisture and the possibility of latent heat release upon
condensation complicates the description of stability.

If the air is saturated, it will cool upon lifting at the smaller saturated lapse rate I so in an
environment of lapse rate I, for the saturated air parcel the cases I'< T, ' =T, I' > T
discriminates the absolutely stable, neutral and unstable conditions respectively. An
interesting case occurs when the environmental lapse rate lies between the dry adiabatic and
the saturated adiabatic, that is I', < I' < T's. In such a case, a moist unsaturated air parcel can
be lifted high enough to become saturated, since the decrease in its temperature due to
adiabatic cooling is offset by the faster decrease in water vapour saturation pressure, and
starts condensation at the LCL. Upon further lifting, the air parcel eventually get warmer
than its environment at a level termed Level of Free Convection (LFC) above which it will
develop a positive buoyancy fuelled by the continuous release of latent heat due to
condensation, as long as there is vapour to condense. This situation of conditional instability
is most common in the atmosphere, especially in the Tropics, where a forced finite uplifting
of moist air may eventually lead to spontaneous convection. Let us refer to figure 4 and
follow such process more closely. In the figure, which is one of the meteograms discussed
later in the chapter, pressure decreases vertically, while lines of constant temperature are
tilted 45° rightward, temperature decreasing going up and to the left.
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Fig. 4. Thick solid line represent the environment temperature profile. Thin solid line
represent the temperature of an ascending parcel initially at point A. Dotted area represent
CIN, shaded area represent CAPE.

The thick solid line represent the environment temperature profile. A moist air parcel
initially at rest at point A is lifted and cools at the adiabatic lapse rate I’y along the thin solid
line until it eventually get saturated at the Lifting Condensation Level at point D. During
this lifting, it gets colder than the environment. Upon further lifting, it cools at a slower rate
at the pseudoadiabatic lapse rate I'; along the thin dashed line until it reaches the Level of
Free Convection at point C, where it attains the temperature of the environment. If it gets
beyond that point, it will be warmer, hence lighter than the environment and will
experience a positive buoyancy force. This buoyancy will sustain the ascent of the air parcel
until all vapour condenses or until its temperature crosses again the profile of
environmental temperature at the Level of Neutral Buoyancy (LNB). Actually, since the air
parcel gets there with a positive vertical velocity, this level may be surpassed and the air
parcel may overshoot into a region where it experiences negative buoyancy, to eventually
get mixed there or splash back to the LNB. In practice, entrainment of environmental air into
the ascending air parcel often occurs, mitigates the buoyant forces, and the parcel generally
reaches below the LNB.

If we neglect such entrainment effects and consider the motion as adiabatic, the buoyancy
force is conservative and we can define a potential. Let p and p’ be respectively the
environment and air parcel density. From Archimede’s principle, the buoyancy force on a
unit mass parcel can be expressed as in (29), and the increment of potential energy for a
displacement 6z will then be, by using (1) and (8):

dP = f, = (*=7) g6z = R(I" = T)dlogp (44)
Which can be integrated from a reference level py to give:

dP(p) = =R [} (T' = T) dlogp = —RA(p) (45)
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Referring to fig. 4, A(p) represent the shaded area between the environment and the air
parcel temperature profiles. An air parcel initially in A is bound inside a “potential energy
well” whose depth is proportional to the dotted area, and that is termed Convective Inhibition
(CIN). If forcedly raised to the level of free convection, it can ascent freely, with an available
potential energy given by the shaded area, termed CAPE (Convective Available Potential
Energy).

In absence of entrainment and frictional effects, all this potential energy will be converted
into kinetic energy, which will be maximum at the level of neutral buoyancy. CIN and
CAPE are measured in J/Kg and are indices of the atmospheric instability. The CAPE is the
maximum energy which can be released during the ascent of a parcel from its free buoyant
level to the top of the cloud. It measures the intensity of deep convection, the greater the
CAPE, the more vigorous the convection. Thunderstorms require large CAPE of more than
1000 Jkg1.

CIN measures the amount of energy required to overcome the negatively buoyant energy
the environment exerts on the air parcel, the smaller, the more unstable the atmosphere,
and the easier to develop convection. So, in general, convection develops when CIN is small
and CAPE is large. We want to stress that some CIN is needed to build-up enough CAPE to
eventually fuel the convection, and some mechanical forcing is needed to overcome CIN.
This can be provided by cold front approaching, flow over obstacles, sea breeze.

CAPE is weaker for maritime than for continental tropical convection, but the onset of
convection is easier in the maritime case due to smaller CIN.

We have neglected entrainment of environment air, and detrainment from the air parcel ,
which generally tend to slow down convection. However, the parcels reaching the highest
altitude are generally coming from the region below the cloud without being too much
diluted.

Convectively generated clouds are not the only type of clouds. Low level stratiform clouds
and high altitude cirrus are a large part of cloud cover and play an important role in the
Earth radiative budget. However convection is responsible of the strongest precipitations,
especially in the Tropics, and hence of most of atmospheric heating by latent heat transfer.
So far we have discussed the stability behaviour for a single air parcel. There may be the
case that although the air parcel is stable within its layer, the layer as a whole may be
destabilized if lifted. Such case happen when a strong vertical stratification of water vapour
is present, so that the lower levels of the layer are much moister than the upper ones. If the
layer is lifted, its lower levels will reach saturation before the uppermost ones, and start
cooling at the slower pseudoadiabat rate, while the upper layers will still cool at the faster
adiabatic rate. Hence, the top part of the layer cools much more rapidly of the bottom part
and the lapse rate of the layer becomes unstable. This potential (or convective) instability is
frequently encountered in the lower leves in the Tropics, where there is a strong water
vapour vertical gradient.

It can be shown that condition for a layer to be potentially unstable is that its equivalent
potential temperature 6, decreases within the layer.

3.5 Tephigrams

To represent the vertical structure of the atmosphere and interpret its state, a number of
diagrams is commonly used. The most common are emagrams, Stiive diagrams, skew T- log p
diagrams, and tephigrams.



Atmospheric Thermodynamics 63

An emagram is basically a T-z plot where the vertical axis is log p instead of height z. But
since log p is linearly related to height in a dry, isothermal atmosphere, the vertical
coordinate is basically the geometric height.

In the Stiive diagram the vertical coordinate is p(R/<,) and the horizontal coordinate is T: with
this axes choice, the dry adiabats are straight lines.

A skew T- log p diagram, like the emagram, has log p as vertical coordinate, but the isotherms
are slanted. Tephigrams look very similar to skew T diagrams if rotated by 45°, have T as
horizontal and log 0 as vertical coordinates so that isotherms are vertical and the isentropes
horizontal (hence tephi, a contraction of T and @, where @ = ¢, log 8 stands for the entropy).
Often, tephigrams are rotated by 45° so that the vertical axis corresponds to the vertical in
the atmosphere.

A tephigram is shown in figure 5: straight lines are isotherms (slope up and to the right) and
isentropes (up and to the left), isobars (lines of constant p) are quasi-horizontal lines, the
dashed lines sloping up and to the right are constant mixing ratio in g/kg, while

the curved solid bold lines sloping up and to the left are saturated adiabats.

Fig. 5. A tephigram. Starting from the surface, the red line depicts the evolution of the Dew
Point temperature, the black line depicts the evolution of the air parcel temperature, upon
uplifting. The two lines intersects at the LCL. The orange line depicts the saturated adiabat
crossing the LCL point, that defines the wet bulb temperature at the ground pressure
surface.

Two lines are commonly plotted on a tephigram - the temperature and dew point, so the
state of an air parcel at a given pressure is defined by its temperature T and Ty, that is its
water vapour content. We note that the knowledge of these parameters allows to retrieve all
the other humidity parameters: from the dew point and pressure we get the humidity
mixing ratio w; from the temperature and pressure we get the saturated mixing ratio ws,
and relative humidity may be derived from 100*w/ws, when w and w, are measured at the
same pressure.

When the air parcel is lifted, its temperature T follows the dry adiabatic lapse rate and its
dew point Ty its constant vapour mixing ratio line - since the mixing ratio is conserved in
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unsaturated air - until the two meet a t the LCL where condensation may start to happen.
Further lifting follows the Saturated Adiabatic Lapse Rate. In Figure 5 we see an air parcel
initially at ground level, with a temperature of 30° and a Dew Point temperature of 0°
(which as we can see by inspecting the diagram, corresponds to a mixing ratio of approx. 4
g/kg at ground level) is lifted adiabatically to 700 mB which is its LCL where the air parcel
temperature following the dry adiabats meets the air parcel dew point temperature
following the line of constant mixing ratio. Above 700 mB, the air parcel temperature
follows the pseudoadiabat. Figure 5 clearly depicts the Normand’s rule: The dry adiabatic
through the temperature, the mixing ratio line through the dew point, and the saturated
adiabatic through the wet bulb temperature, meet at the LCL. In fact, the saturated adiabat
that crosses the LCL is the same that intersect the surface isobar exactly at the wet bulb
temperature, that is the temperature a wetted thermometer placed at the surface would
attain by evaporating - at constant pressure - its water inside its environment until it gets
saturated.

Figure 6 reports two different temperature sounding: the black dotted line is the dew point
profile and is common to the two soundings, while the black solid line is an early morning
sounding, where we can see the effect of the nocturnal radiative cooling as a temperature
inversion in the lowermost layer of the atmosphere, between 1000 and 960 hPa. The state of
the atmosphere is such that an air parcel at the surface has to be forcedly lifted to 940 hP to
attain saturation at the LCL, and forcedly lifted to 600 hPa before gaining enough latent heat
of condensation to became warmer than the environment and positively buoyant at the LFB.
The temperature of such air parcel is shown as a grey solid line in the graph.
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Fig. 6. A tephigram showing with the black and blue lines two different temperature
sounding, and with the grey and red lines two different temperature histories of an air
parcel initially at ground level, upon lifting. The dotted line is the common T} profile of the
two soundings.

The blue solid line is an afternoon sounding, when the surface has been radiatively heated
by the sun. An air parcel lifted from the ground will follow the red solid line, and find itself
immediately warmer than its environment and gaining positive buoyancy, further
increased by the release of latent heat starting at the LCL at 850 hPa. Notice however that a
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second inversion layer is present in the temperature sounding between 800 hPa and 750
hPa, such that the air parcel becomes colder than the environment, hence negatively
buoyant between 800 hPa and 700 hPa. If forcedly uplifted beyond this stable layer, it again
attains a positive buoyancy up to above 300 hPa.

As the tephigram is a graph of temperature against entropy, an area computed from these
variables has dimensions of energy. The area between the air parcel path is then linked to
the CIN and the CAPE. Referring to the early morning sounding, the area between the black
and the grey line between the surface and 600 hPa is the CIN, the area between 600 hPa and
400 hPa is the CAPE.

4. The generation of clouds

Clouds play a pivotal role in the Earth system, since they are the main actors of the
atmospheric branch of the water cycle, promote vertical redistribution of energy by latent
heat capture and release and strongly influence the atmospheric radiative budget.

Clouds may form when the air becomes supersaturated, as it can happen upon lifting as
explained above, but also by other processes, as isobaric radiative cooling like in the
formation of radiative fogs, or by mixing of warm moist air with cold dry air, like in the
generation of airplane contrails and steam fogs above lakes.

Cumulus or cumulonimbus are classical examples of convective clouds, often precipitating,
formed by reaching the saturation condition with the mechanism outlined hereabove.

Other types of clouds are alto-cumulus which contain liquid droplets between 2000 and
6000m in mid-latitudes and cluster into compact herds. They are often, during summer,
precursors of late afternoon and evening developments of deep convection.

Cirrus are high altitude clouds composed of ice, rarely opaque. They form above 6000m
in mid-latitudes and often promise a warm front approaching. Such clouds are common
in the Tropics, formed as remains of anvils or by in situ condensation of rising air, up to
the tropopause. Nimbo-stratus are very opaque low clouds of undefined base, associated
with persistent precipitations and snow. Strato-cumulus are composed by water droplets,
opaque or very opaque, with a cloud base below 2000m, often associated with weak
precipitations.

Stratus are low clouds with small opacity, undefined base under 2000m that can even reach
the ground, forming fog. Images of different types of clouds can be found on the Internet
(see, as instance, http:/ / cimss.ssec.wisc.edu/satmet/ gallery/ gallery.html).

In the following subchapters, a brief outline will be given on how clouds form in a saturated
environment. The level of understanding of water cloud formation is quite advanced, while
it is not so for ice clouds, and for glaciation processes in water clouds.

4.1 Nucleation of droplets

We could think that the more straightforward way to form a cloud droplet would be by
condensation in a saturated environment, when some water molecules collide by chance to
form a cluster that will further grow to a droplet by picking up more and more molecules
from the vapour phase. This process is termed homogeneous nucleation. The survival and
further growth of the droplet in its environment will depend on whether the Gibbs free
energy of the droplet and its surrounding will decrease upon further growth. We note that,
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by creating a droplet, work is done not only as expansion work, but also to form the
interface between the droplet and its environment, associated with the surface tension at the
surface of the droplet of area A. This originates from the cohesive forces among the liquid
molecules. In the interior of the droplet, each molecule is equally pulled in every direction
by neighbouring molecules, resulting in a null net force. The molecules at the surface do not
have other molecules on all sides of them and therefore are only pulled inwards, as if a force
acted on interface toward the interior of the droplet. This creates a sort of pressure directed
inward, against which work must be exerted to allow further expansion. This effect forces
liquid surfaces to contract to the minimal area.

Let o be the energy required to form a droplet of unit surface; then, for the heterogeneous
system droplet-surroundings we may write, for an infinitesimal change of the droplet:

dG = —S8dT + Vdp + (u, — p;)dm, + odA (46)

We note that dm, = - dm; = - ndV where n; is the number density of molecules inside the
droplet. Considering an isothermal-isobaric process, we came to the conclusion that the
formation of a droplet of radius r results in a change of Gibbs free given by:

4
AG = 4nr?o — Zmr®nKTin (i) 47)
Where we have used (36). Clearly, droplet formation is thermodynamically unfavoured for

e < e, as should be expected. If ¢ > e, we are in supersaturated conditions, and the second
term can counterbalance the first to give a negative AG.
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Fig. 7. Variation of Gibbs free energy of a pure water droplet formed by homogeneous
nucleation, in a subsaturated (upper curve) and a supersaturated (lower curve)
environment, as a function of the droplet radius. The critical radius rp is shown.

Figure 7 shows two curves of AG as a function of the droplet radius r, for a subsaturated and
supersaturated environment. It is clear that below saturation every increase of the droplet
radius will lead to an increase of the free energy of the system, hence is thermodynamically
unfavourable and droplets will tend to evaporate. In the supersaturated case, on the
contrary, a critical value of the radius exists, such that droplets that grows by casual
collision among molecules beyond that value, will continue to grow: they are said to get
activated. The expression for such critical radius is given by the Kelvin's formula:
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The greater e with respect to e, that is the degree of supersaturation, the smaller the radius
beyond which droplets become activated.

It can be shown from (48) that a droplet with a radius as small as 0.01 pm would require a
supersaturation of 12% for getting activated. However, air is seldom more than a few
percent supersaturated, and the homogeneous nucleation process is thus unable to explain
the generation of clouds. Another process should be invoked: the heterogeneous nucleation.
This process exploit the ubiquitous presence in the atmosphere of particles of various nature
(Kaufman et al., 2002), some of which are soluble (hygroscopic) or wettable (hydrophilic)
and are called Cloud Condensation Nuclei (CCN). Water may form a thin film on wettable
particles, and if their dimension is beyond the critical radius, they form the nucleus of a
droplet that may grow in size. Soluble particles, like sodium chloride originating from sea
spray, in presence of moisture absorbs water and dissolve into it, forming a droplet of
solution. The saturation vapour pressure over a solution is smaller than over pure water,
and the fractional reduction is given by Raoult’s law:

o
f== (49)
Where e in the vapour pressure over pure water, and e’ is the vapour pressure over a
solution containing a mole fraction f (number of water moles divided by the total number of
moles) of pure water.

Let us consider a droplet of radius r that contains a mass m of a substance of molecular
weight M; dissolved into i ions per molecule, such that the effective number of moles in the
solution is inm/M; . The number of water moles will be ((4/3)rr3p - m)/M,, where p and M,, are
the water density and molecular weight respectively. The water mole fraction fis:

(5’"3!""‘) imM, -
— My — w
= (%’”'3”’”‘)_@ a (1 + Msenr3p—m)> (50)
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Eq. (49) and (50) allows us to express the reduced value e’ of the saturation vapour pressure
for a droplet of solution. Using this result into (48) we can compute the saturation vapour
pressure in equilibrium with a droplet of solution of radius r:

-1
e’ 20 imM,,
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The plot of supersaturation e’/e; -1 for two different values of m is shown in fig. 8, and is
named Kdéhler curve.

Figure 8 clearly shows how the amount of supersaturation needed to sustain a droplet of
solution of radius r is much lower than what needed for a droplet of pure water, and it
decreases with the increase of solute concentration. Consider an environment
supersaturation of 0.2%. A droplet originated from condensation on a sphere of sodium
chloride of diameter 0.1 pm can grow indefinitely along the blue curve, since the peak of the
curve is below the environment supersaturation; such droplet is activated. A droplet
originated from a smaller grain of sodium chloride of 0.05 pm diameter will grow until
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when the supersaturation adjacent to it is equal to the environmental: attained that
maximum radius, the droplet stops its grow and is in stable equilibrium with the
environment. Such haze dropled is said to be unactivated.
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Fig. 8. Kohler curves showing how the critical diameter and supersaturation are dependent
upon the amount of solute. It is assumed here that the solute is a perfect sphere of sodium
chloride (source: http:/ /en.wikipedia.org/wiki/Kohler_theory).

4.2 Condensation
The droplet that is able to pass over the peak of the Kohler curve will continue to grow by
condensation. Let us consider a droplet of radius r at time t, in a supersaturated
environment whose water vapour density far from the droplet is p,(»), while the vapour
density in proximity of the droplet is p,(r) . The droplet mass M will grow at the rate of mass
flux across a sphere of arbitrary radius centred on the droplet. Let D be the diffusion
coefficient, that is the amount of water vapour diffusing across a unit area through a unit
concentration gradient in unit time, and p,(x) the water vapour density at a distance x > r
from the droplet. We will have:

am

i 47TX2D dpy(x)

dat dx (52)

Since in steady conditions of mass flow this equation is independent of x, we can integrate it
for x between r and « to get:

dM (oo d. ()
E r X_JZC = :;(T) dpv(x) (53)
Or, expliciting M as (4/3)rr3pr:
d D Dpy()
@ = 1o (po(0) = pu() = 7225 (e(0) — () (54)
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Where we have used the ideal gas equation for water vapour. We should think of e(r) as
given by e’ in (49), but in fact we can approximate it with the saturation vapour pressure
over a plane surface e, and pose (e(x)-e(r))/e(x) roughly equal to the supersaturation
S=(e(x0)-es)/es to came to:

E _ Dpy()
i S (55)
This equation shows that the radius growth is inversely proportional to the radius itself, so
that the rate of growth will tend to slow down with time. In fact, condensation alone is too
slow to eventually produce rain droplets, and a different process should be invoked to
create droplet with radius greater than few tens of micrometers.

4.3 Collision and coalescence

The droplet of density p; and volume V is suspended in air of density p so that under the
effect of the gravitational field, three forces are acting on it: the gravity exerting a downward
force p; Vg , the upward Archimede’s buoyancy pV and the drag force that for a sphere,
assumes the form of the Stokes” drag 6myrv where 1 is the viscosity of the air and v is the
steady state terminal fall speed of the droplet. In steady state, by equating those forces and
assuming the droplet density much greater than the air, we get an expression for the
terminal fall speed:

_ 2pgr?
v =toar (56)

Such speed increases with the droplet dimension, so that bigger droplets will eventually
collide with the smaller ones, and may entrench them with a collection efficiency E
depending on their radius and other environmental parameters , as for instance the presence
of electric fields. The rate of increase of the radius r; of a spherical collector drop due to
collision with water droplets in a cloud of liguid water content w; , that is is the mass density
of liquid water in the cloud, is given by:
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Since v; increases with r;, the process tends to speed up until the collector drops became
a rain drop and eventually pass through the cloud base, or split up to reinitiate the
process.

4.4 Nucleation of ice particles

A cloud above 0° is said a warm cloud and is entirely composed of water droplets. Water
droplet can still exists in cold clouds below 0°, although in an unstable state, and are termed
supecooled. If a cold cloud contains both water droplets and ice, is said mixed cloud; if it
contains only ice, it is said glaciated.

For a droplet to freeze, a number of water molecules inside it should come together and
form an ice embryo that, if exceeds a critical size, would produce a decrease of the Gibbs free
energy of the system upon further growing, much alike the homogeneous condensation
from the vapour phase to form a droplet. This glaciations process is termed homogeneous
freezing, and below roughly -37 °C is virtually certain to occur. Above that temperature, the
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critical dimensions of the ice embryo are several micrometers, and such process is not
favoured. However, the droplet can contain impurities, and some of them may promote
collection of water droplets into an ice-like structure to form a ice-like embryo with
dimension already beyond the critical size for glaciations. Such particles are termed ice nuclei
and the process they start is termed heterogeneous freezing. Such process can start not only
within the droplet, but also upon contact of the ice nucleus with the surface of the droplet
(contact nucleation) or directly by deposition of ice on it from the water vapour phase
(deposition nucleation). Good candidates to act as ice nuclei are those particle with molecular
structure close to the hexagonal ice crystallography. Some soil particles, some organics and
even some bacteria are effective nucleators, but only one out of 103-105 atmospheric particles
can act as an ice nucleus. Nevertheless ice particles are present in clouds in concentrations
which are orders of magnitude greater than the presence of ice nuclei. Hence, ice
multiplication processes must be at play, like breaking of ice particles upon collision, to
create ice splinterings that enhance the number of ice particles.

4.5 Growth of ice particles

Ice particles can grow from the vapour phase as in the case of water droplets. In a mixed
phase cloud below 0°C, a much greater supersaturation is reached with respect to ice that
can reach several percents, than with respect to water, which hardly exceed 1%. Hence ice
particles grows faster than droplets and, since this deplete the vapour phase around them, it
may happen that around a growing ice particle, water droplets evaporate. Ice can form in a
variety of shapes, whose basic habits are determined by the temperature at which they
grow. Another process of growth in a mixed cloud is by riming, that is by collision with
supercooled droplets that freeze onto the ice particle. Such process is responsible of the
formation of hailstones.

A process effective in cold clouds is the aggregation of ice particles between themselves,
when they have different shapes and/or dimension, hence different fall speeds.

5. Conclusion

A brief overview of some topic of relevance in atmospheric thermodynamic has been
provided, but much had to remain out of the limits of this introduction, so the interested
reader is encouraged to further readings. For what concerns moist thermodynamics and
convection, the reader can refer to chapters in introductory atmospheric science textbooks
like the classical Wallace and Hobbs (2006), or Salby (1996). At a higher level of deepening
the classical reference is Iribarne and Godson (1973). For the reader who seeks a more
theoretical approach, Zdunkowski and Bott (2004) is a good challenge. Convection is
thoughtfully treated in Emmanuel (1994) while a sound review is given in the article of
Stevens (2005). For what concerns the microphysics of clouds, the reference book is
Pruppacher and Klett (1996). A number of seminal journal articles dealing with the
thermodynamics of the general circulation of the atmosphere can be cited: Goody (2003),
Pauluis and Held (2002), Renno and Ingersoll (2008), Pauluis et al. (2008) and references
therein. Finally, we would like to suggest the Bohren (2001) delightful book, for which a
scientific or mathematical background is not required, that explores topics in meteorology
and basic physics relevant to the atmosphere.
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1. Introduction

Precipitation efficiency is one of important meteorological parameters and has been widely
used in operational precipitation forecasts (e.g., Doswell et al., 1996). Precipitation efficiency
has been defined as the ratio of precipitation rate to the sum of all precipitation sources from
water vapor budget (e.g., Auer and Marwitz, 1968; Heymsfield and Schotz, 1985; Chong and
Hauser, 1989; Dowell et al., 1996; Ferrier et al., 1996; Li et al., 2002; Sui et al., 2005) after
Braham (1952) calculated precipitation efficiency with the inflow of water vapor into the
storm through cloud base as the rainfall source more than half century ago. Sui et al. (2007)
found that the estimate of precipitation efficiency with water vapor process data can be
more than 100% or negative because some rainfall sources are excluded or some rainfall
sinks are included. They defined precipitation efficiency through the inclusion of all rainfall
sources and the exclusion of all rainfall sinks from surface rainfall budget derived by Gao et
al. (2005), which fixed precipitation efficiency to the normal range of 0-100%.

In additional to water vapor processes, thermal processes also play important roles in the
development of rainfall since precipitation is determined by environmental thermodynamic
conditions via cloud microphysical processes. The water vapor convergence and heat
divergence and its forced vapor condensation and depositions in the precipitation systems
could be major sources for precipitation while these water vapor and cloud processes could
give some feedback to the environment. Gao et al. (2005) derived a water vapor related
surface rainfall budget through the combination of cloud budget with water vapor budget.
Gao and Li (2010) derived a thermally related surface rainfall budget through the
combination of cloud budget with heat budget. In this chapter, precipitation efficiency is
defined from the thermally related surface rainfall budget (PEH) and is calculated using the
data from the two-dimensional (2D) cloud-resolving model simulations of a pre-summer
torrential rainfall event over southern China in June 2008 (Wang et al., 2010; Shen et al.,
2011a, 2011b) and is compared with the precipitation efficiency defined from water vapor
related surface rainfall budget (Sui et al., 2007) to study the efficiency in thermodynamic
aspect of the pre-summer heavy rainfall system.

The impacts of ice clouds on the development of convective systems have been intensively
studied through the analysis of cloud-resolving model simulations (e.g., Yoshizaki, 1986;
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Nicholls, 1987; Fovell and Ogura, 1988; Tao and Simpson, 1989; McCumber et al., 1991; Tao
et al., 1991; Liu et al., 1997; Grabowski et al., 1999; Wu et al., 1999; Li et al., 1999; Grabowski
and Moncrieff, 2001; Wu, 2002; Grabowski, 2003; Gao et al., 2006; Ping et al., 2007). Wang et
al. (2010) studied microphysical and radiative effects of ice clouds on a pre-summer heavy
rainfall event over southern China during 3-8 June 2008 through the analysis of sensitivity
experiments and found that microphysical and radiative effects of ice clouds play equally
important roles in the pre-summer heavy rainfall event. The total exclusion of ice
microphysics decreased model domain mean surface rain rate primarily through the
weakened convective rainfall caused by the exclusion of radiative effects of ice clouds in the
onset phase and through the weakened stratiform rainfall caused by the exclusion of ice
microphysical effects in the development and mature phases, whereas it increased the mean
rain rate through the enhanced convective rainfall caused by the exclusion of ice
microphysical effects in the decay phase. Thus, effects of ice clouds on precipitation
efficiencies are examined through the analysis of the pre-summer heavy rainfall event in this
chapter. Precipitation efficiency is defined in section 2. Pre-summer heavy rainfall event,
model, and sensitivity experiments are described in section 3. The control experiment is
discussed in section 4. Radiative and microphysical effects of ice clouds on precipitation
efficiency and associated rainfall processes are respectively examined in sections 5 and 6.
The conclusions are given in section 7.

2. Definitions of precipitation efficiency

The budgets for specific humidity (g.), temperature (T), and cloud hydrometeor mixing ratio
(q) in the 2D cloud resolving model used in this study can be written as

Oy _00Gy) 700y oo 00 1050 g 000 7ol (qy
ot ox ox oz o0z poz 1 ox oz
. _
0oy -2 250 LG 40) =70l _ 22 (puwoy+ Lo . Ox (11
ot ox ox 0z 0z poz ¢, G
og,  Ouq) 10— 10—
o ;&Pw‘h +;§P(wnfh + Wyl + Wyl o) + Sy (1c)
where
Sq0 = Fenp + Poep + Pspep + Poper — Preve — Purrs = Purre (2a)
an = Lvsqv + prl8 (Zb)

0 is potential temperature; u and w are zonal and vertical components of wind, respectively;
pis air density that is a function of height; c, is the specific heat of dry air at constant
pressure; Ly, Ls, and Ly are latent heat of vaporization, sublimation, and fusion at T,=0°C,
respectively, L=L,+Ly,; To,=-35 °C; and cloud microphysical processes in (2) can be found in
Gao and Li (2008). Qr is the radiative heating rate due to the convergence of net flux of solar
and IR radiative fluxes. wrr, wrs, and wrg in (1c) are terminal velocities for raindrops, snow,
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and graupel, respectively; overbar denotes a model domain mean; prime is a perturbation
from model domain mean; and superscript © is an imposed observed value. The comparison
between (1) and (2) shows that the net condensation term (S;,) links water vapor, heat, and
cloud budgets.

Pig = Pppp + Pspep + Popep — Pairs — Purre
+Psacw (T <T) + Popy (T < T,) + Poaew (T < T,)

+Pacr(T <T,) + Poacr(T <T,) + Psacr(T < T,)
+Perr(T <T,) = Pracs(T > T,) = Popy (T > T5,)
—Pomer (T > T,) + Pryom (T < Ty) = Py (T > T,)
+Ppw (T, <T<T,),

Following Gao et al. (2005) and Sui and Li (2005), the cloud budget (1c) and water vapor
budget (1a) are mass integrated and their budgets can be, respectively, written as

Ps = Qcm = Quwvs = Quvour + Quviv ©)
Qwvr + Quvr + Quve = Quvs 4)
where
Pg=D +P +P, (5a)
Pr = ;wTrqr |Z=0’ (Sb)
Ps = ;wqus |z=0' (SC)
Pg = ;ngqg |z:0' (Sd)
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Quvour =[Fenp 1+ [Poepl+ [Pspep]+ [ Poper] (59)
Quwvin = ~Preve]=[Purrc 1 =[Purrs] (58)
__919.1
Quyr =22 (5h)
—0 aiv =0 aiv a ‘ v’ —0 ' —o0 ‘ 1 0g. ' .
Quvr = L[ T (2 g To - Ao e (5i)

Qwve = E; (51)
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Here, Ps is precipitation rate, and in the tropics, P=0 and P¢=0, Ps=P, E; is surface
evaporation; [()]= _[ B p(dz, z: and zy are the heights of the top and bottom of the model
Zp

atmosphere, respectively.
The heat budget (1b) is mass integrated and can be written as

Spr *+ Sur + Sps * Sper + Srap = Quvs (6)
where
¢ o[T]
S,..=-F 7a
= (72)
Y o e
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v

H, is surface sensible heat flux.

The equations (3), (4), and (6) indicate that the surface rain rate (Ps) is associated with
favorable environmental water vapor and thermal conditions through cloud microphysical
processes (QwvourtQwvin). Following Gao and Li (2010), the cloud budget (3) and water
vapor budget (4) are combined by eliminating QwvourtQwvin to derive water vapor related
surface rainfall equation (Pswv),

Pswv=Qwvt+QwvrtQwvetQcm (8a)

In (8a), the surface rain rate (Pswv) is associated with local atmospheric drying (Qwvr
>0)/moistening (Quyr <0), water vapor convergence (Quwvr >0)/divergence (Qwvr <0),
surface evaporation (Quve), and decrease of local hydrometeor concentration/hydrometeor
convergence (Qcv >0) or increase of local hydrometeor concentration/hydrometeor
divergence (Qcm <0). Similarly, the cloud budget (3) and heat budget (6) are combined by
eliminating QuvourtQwvn to derive thermally related surface rainfall equation (Psp),

Psy=Su1+SHr+SHs+SLHLFTSrRADTQCM. (8b)

In (8b), the surface rain rate (Psp) is related to local atmospheric warming (Spr >0)/cooling
(Sur <0), heat divergence (Sur >0)/convergence (Sur <0), surface sensible heat (Sps), latent
heat due to ice-related processes (Syrrr), radiative cooling (Srap >0)/heating (Srap <0), and
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decrease of local hydrometeor concentration/hydrometeor convergence (Qcm >0) or
increase of local hydrometeor concentration/hydrometeor divergence (Qcm <0). Pswy =
P SH = P S.

From (8), precipitation efficiencies can be respectively defined as

PEWY =5 — (%)
Y H@),
i=1
PEH -5 (9b)

ZH(Si )Si + H(Qem)Qem

i=1
where Q=(Qwvr, Qwvr, Qwve, Qcm);  Si=(Sur, Sur, Sus, StHir, Srap); H is the Heaviside
function, H(F)=1 when F>0, and H(F)=0 when F < 0. Large-scale heat precipitation efficiency

(PEH) is first introduced in this study, whereas large-scale water vapor precipitation
efficiency (PEWYV) is exactly same to LSPE2 defined by Sui et al. (2007).

3. Pre-summer rainfall case, model, and experiments

The pre-summer rainy season is the major rainy season over southern China, in which the
rainfall starts in early April and reaches its peak in June (Ding, 1994). Although the rainfall
is a major water resource in annual water budget, the torrential rainfall could occur during
the pre-summer rainfall season and can lead to tremendous property damage and fatalities.
In 1998, for instance, the torrential rainfall resulted in over 30 billion USD in damage and
over 100 fatalities. Thus, many observational analyses and numerical modeling have been
contributed to understanding of physical processes responsible for the development of pre-
summer torrential rainfall (e.g., Krishnamurti et al., 1976; Tao and Ding, 1981; Wang and Li,
1982; Ding and Murakami, 1994; Simmonds et al., 1999). Recently, Wang et al. (2010) and
Shen et al. (2011a, 2011b) conducted a series of sensitivity experiments of the pre-summer
torrential rainfall occurred in the early June 2008 using 2D cloud-resolving model and
studied effects of vertical wind shear, radiation, and ice clouds on the development of
torrential rainfall. They found that these effects on torrential rainfall are stronger during the
decay phase than during the onset and mature phases. During the decay phase of
convection on 7 June 2008, the increase in model domain mean surface rain rate resulting
from the exclusion of vertical wind shear is associated with the slowdown in the decrease of
perturbation kinetic energy due to the exclusion of barotropic conversion from mean kinetic
energy to perturbation kinetic energy. The increase in domain-mean rain rate resulting from
the exclusion of cloud radiative effects is related to the enhancement of condensation and
associated latent heat release as a result of strengthened radiative cooling. The increase in
the mean surface rain rate is mainly associated with the increase in convective rainfall,
which is in turn related to the local atmospheric change from moistening to drying. The
increase in mean rain rate caused by the exclusion of ice clouds results from the increases in
the mean net condensation and mean latent heat release caused by the strengthened mean
radiative cooling associated with the removal of radiative effects of ice clouds. The increase
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in mean rain rate caused by the removal of radiative effects of water clouds corresponds to
the increase in the mean net condensation.

The pre-summer torrential rainfall event studied by Wang et al. (2010) and Shen et al.
(2011a, 2011b) will be revisited to examine the thermodynamic aspects of precipitation
efficiency and effects of ice clouds on precipitation efficiency. The cloud-resolving model
(Soong and Ogura, 1980; Soong and Tao, 1980; Tao and Simpson, 1993) used in modeling the
pre-summer torrential rainfall event in Wang et al. (2010) is the 2D version of the model (Sui
et al., 1994, 1998) that was modified by Li et al. (1999). The model is forced by imposed
large-scale vertical velocity and zonal wind and horizontal temperature and water vapor
advections, which produces reasonable simulation through the adjustment of the mean
thermodynamic stability distribution by vertical advection (Li et al, 1999). The
modifications by Li et al. (1999) include: (1) the radius of ice crystal is increased from 50pum
(Hsie et al., 1980) to 100um (Krueger et al., 1995) in the calculation of growth of snow by the
deposition and riming of cloud water, which yields a significant increase in cloud ice; (2) the
mass of a natural ice nucleus is replaced by an average mass of an ice nucleus in the
calculation of the growth of ice clouds due to the position of cloud water; (3) the specified
cloud single scattering albedo and asymmetry factor are replaced by those varied with cloud
and environmental thermodynamic conditions. Detailed descriptions of the model can be
found in Gao and Li (2008). Briefly, the model includes prognostic equations for potential
temperature and specific humidity, prognostic equations for hydrometeor mixing ratios of
cloud water, raindrops, cloud ice, snow, and graupel, and perturbation equations for zonal
wind and vertical velocity. The model uses the cloud microphysical parameterization
schemes (Lin et al., 1983; Rutledge and Hobbs, 1983, 1984; Tao et al., 1989; Krueger et al.,
1995) and solar and thermal infrared radiation parameterization schemes (Chou et al., 1991,
1998; Chou and Suarez, 1994). The model uses cyclic lateral boundaries, and a horizontal
domain of 768 km with 33 vertical levels, and its horizontal and temporal resolutions are 1.5
km and 12 s, respectively.

The data from Global Data Assimilation System (GDAS) developed by the National Centers
for Environmental Prediction (NCEP), National Oceanic and Atmospheric Administration
(NOAA), USA are used to calculate the forcing data for the model over a longitudinally
oriented rectangular area of 108-116°E, 21-22°N over coastal areas along southern
Guangdong and Guangxi Provinces and the surrounding northern South China Sea. The
horizontal and temporal resolutions for NCEP/GDAS products are 1oxle and 6 hourly,
respectively. The model is imposed by large-scale vertical velocity, zonal wind (Fig. 1), and
horizontal temperature and water vapor advections (not shown) averaged over 108-116°E,
21-220N. The model is integrated from 0200 Local Standard Time (LST) 3 June to 0200 LST 8
June 2008 during the pre-summer heavy rainfall. The surface temperature and specific
humidity from NCEP/GDAS averaged over the model domain are uniformly imposed on
each model grid to calculate surface sensible heat flux and evaporation flux. The 6-hourly
zonally-uniform large-scale forcing data are linearly interpolated into 12-s data, which are
uniformly imposed zonally over model domain at each time step. The imposed large-scale
vertical velocity shows the gradual increase of upward motions from 3 June to 6 June. The
maximum upward motion of 18 cm s occurred around 9 km in the late morning of 6 June.
The upward motions decreased dramatically on 7 June. The lower-tropospheric westerly
winds of 4 - 12 m s1 were maintained during the rainfall event.
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Fig. 1. Temporal and vertical distribution of (a) vertical velocity (cm s) and (b) zonal wind
(m s?) from 0200 LST 3 June - 0200 LST 8 June 2008. The data are averaged in a rectangular
box of 108-116°E, 21-22°N from NCEP/GDAS data. Ascending motion in (a) and westerly
wind in (b) are shaded.

In the control experiment (C), the model is integrated with the initial vertical profiles of
temperature and specific humidity from NCEP/GDAS at 0200 LST 3 June 2008. The model
is integrated with the initial conditions and constant large-scale forcing at 0200 LST 3 June
for 6 hours during the model spin-up period and the 6-hour model data are not used for
analysis. The comparison in surface rain rate between the simulation and rain gauge
observation averaged from 17 stations over southern Guangdong and Guangxi reveals a
fair agreement with a gradual increase from 3-6 June and a rapid decrease from 6-7 June
(Fig. 2). Their RMS difference (0.97 mm h-) is significantly smaller than the standard
derivations of simulated (1.22 mm h-) and observed (1.26 mm h-1) rain rates. The
differences in surface rain rate between the simulation and observation can reach 2 mm h-
1, as seen in the previous studies (e.g., Li et al., 1999; Xu et al., 2007; Wang et al., 2009). The
differences may partially be from the comparison of small hourly local sampling of rain
gauge observations over 35% of model domain over land and no rain gauge observations
over 65% of model domain over ocean with large model domain averages of model data
in the control experiment with imposed 6-hourly large-scale forcing. The convection may
be affected by land-ocean contrast and orography; these effects are included in the large-
scale forcing imposed in the model.
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Fig. 2. Time series of surface rain rates (mm h-) simulated in the control experiment (solid)
and from rain gauge observation (dash).
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Fig. 3. Time series of model domain means of (a) Pswv (dark solid), Qwvr (light solid), Qwvre
(short dash), Qwve (dot), Qcm (dot dash), and (b) Psy (dark solid), Sur (light solid), Sxr (short
dash), Sgs (dot), Scurr (long short dash), Srap (long dash), and Qcum (dot dash) in C. Unit is
mm h.
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To investigate effects of ice clouds on precipitation efficiency, two sensitivity experiments
are examined in this study. Experiment CNIR is identical to C except that the mixing ratios
of ice hydrometeor are set to zero in the calculation of radiation. Experiment CNIR is
compared with C to study radiative effects of ice clouds on rainfall responses to the large-
scale forcing. Experiment CNIM is identical to C except in CNIM ice clouds (the ice
hydrometeor mixing ratio and associated microphysical processes) are excluded. The
comparison between CNIM and CNIR reveals impacts of the removal of microphysical
efficient of ice clouds on rainfall responses to the large-scale forcing in the absence of
radiative effects of ice clouds. The hourly model simulation data are used in the following
discussions of this study.

4. The control experiment: C

Model domain mean surface rain rate starts on 3 June 2008 with the magnitude of about 1
mm h- (Fig. 3), which corresponds to the weak upward motions with a maximum of 2 cm s
at 6-8 km (Fig. 1a). The rain rate increases to 2 mm h-! as the upward motions increase up to
over 6 cm s on 4 June. When the upward motions weaken in the evening of 4 June and a
weak downward motion occurs near the surface, the mean rainfall vanishes. As upward
motions pick their strengths on 5 June, the mean rain rate intensifies (over 2 mm h-). The
mean rainfall reaches its peak on 6 June (over 4 mm h?) as the upward motions have a
maximum of over 20 cm s-1. The upward motions rapidly weaken on 7 June, which leads to
the significant reduction in the mean rainfall. Thus, four days (4, 5, 6, and 7 June) are
defined as the onset, development, mature, and decay phases of the rainfall event,
respectively. During 3-6 June, the mean rainfall is mainly associated with the mean water
vapor convergence (Qwvr>0) in water vapor related surface rainfall budget and the mean
heat divergence (Syr>0) in thermally related surface rainfall budget. Local atmospheric
drying (Qwvr>0) and moistening (Qwvr<0) occur while the mean local atmospheric cooling
(Sur<0) prevails. The mean hydrometeor loss/convergence (Qcm) has small hourly
fluctuations. The mean radiative heating during the daytime and mean radiative cooling
during the nighttime have the much smaller magnitudes than the mean heat divergence and
the mean local heat change do in thermally related surface rainfall budget. On 7 June, the
mean water vapor related surface rainfall budget shows that the rainfall is associated with
local atmospheric drying while water vapor divergence prevails. The mean thermally
related surface rainfall budget reveals that the rainfall is related to heat divergence while the
heat divergence cools local atmosphere.

The calculation of precipitation efficiency using model domain mean model simulation
data shows that PEWYV generally is higher than PWH (Fig. 4a) because the rainfall source
from the mean water vapor convergence in water vapor related surface rainfall budget is
weaker than the rainfall source from the mean heat divergence in thermally related
surface rainfall budget (Fig. 3). This suggests that the precipitation system is more
efficient in the consumption of rainfall source from water vapor than in the consumption
of the rainfall source from heat. The root-mean-squared (RMS) difference between PEWV
and PEH is 24.4%. Both PEWV and PEH generally increase as surface rain rate increases
(Fig. 5a). This indicates that the precipitation system generally is more efficient for high
surface rain rates than for low surface rain rates. The ranges of PEWV and PEH are
smaller when surface rain rate is higher than 3 mm h-! (70-100%) than when surface rain
rate is lower than 3 mm h-1 (0-100%).
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Fig. 4. Time series of PEWYV (solid) and PEH (dash) calculated using (a) model domain mean
data and data from (b) convective and (c) raining stratiform regions in C. Unit is %.
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Fig. 5. PEWV versus Ps (cross) and PEH versus Ps (open circle) calculated using (a) model
domain mean data and data from (b) convective and (c) raining stratiform regions in C.
Units are % for PEWV and PEH and mm h-! for Ps.
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Fig. 6. Time series of contributions of model domain mean of (a) Pswv (dark solid), Qwvr
(light solid), Qwvr (short dash), Qwve (dot), Qcum (dot dash), and (b) Psy (dark solid), Sur
(light solid), Sur (short dash), Sus (dot), Sirrr (long short dash), Srap (long dash), and Qcum
(dot dash) from convective regions in C. Unit is mm h-1.

Model domain mean surface rainfall consists of convective and stratiform rainfall.
Convective rainfall differs from stratiform rainfall in four ways. First, convective rain
rates are higher than stratiform rain rates. Second, convective rainfall is associated with
stronger horizontal reflectivity gradients than stratiform rainfall. Third, upward motions
associated with convective rainfall are much stronger than those associated with
stratiform rainfall. Fourth, the accretion of cloud water by raindrops via collisions in
strong updraft cores and the vapor deposition on ice particles are primary microphysical
processes that are responsible for the development of convective and stratiform
rainfall,respectively (Houghton 1968). The convective-stratiform rainfall partitioning
scheme used in this study is developed by Tao and Simpson (1993) and modified by Sui et
al. (1994). This scheme partitions each vertical column containing clouds in 2-D x-z
framework into convective or stratiform based on the following criterion. Model grid
point is identified as convective if it has a rain rate twice as large as the average taken
over the surrounding four grid points, the one grid point on either side of this grid point,
and any grid point with a rain rate of 20 mm h-! or more. All non-convective cloudy
points are considered as stratiform. In addition, grid points over stratiform regions are
further checked and identified as convective when following conditions are met. Over
raining stratiform regions, cloud water below the melting level is greater than 0.5 g kg or
the maximum updraft above 600 hPa exceeds 5 m s, or over non-raining stratiform
regions, cloud water mixing ratio of 0.025 g kg1 or more exists or the maximum updraft
exceeds 5 m s1 below the melting level.
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Fig. 7. Time series of contributions of model domain mean of (a) Pswv (dark solid), Quwvr
(light solid), Qwvr (short dash), Quwve (dot), Qcum (dot dash), and (b) Psy (dark solid), Sur
(light solid), Sur (short dash), Sus (dot), Sirrr (long short dash), Srap (long dash), and Qcum
(dot dash) from raining stratiform regions in C. Unit is mm h-1.

Convective rain rate (Fig. 6) is much higher than stratiform rain rate (Fig. 7) and mainly
accounts for model domain mean surface rain rate (Fig. 3). Over convective regions, rainfall
is associated with water vapor convergence in water vapor related surface rainfall budget
(Fig. 6a) and heat divergence in thermally related surface rainfall budget (Fig. 6b). Qcu is
negative over convective regions whereas Qcy is positive over raining stratiform regions
(Fig. 8), which indicates the transport of hydrometeor concentration from convective regions
(Qcm<0) to raining stratiform regions (Qcar>0). The hydrometeor transport is associated with
the local atmospheric drying (Quwvr>0) over convective regions because Quvr and Qcy have
similar magnitudes but opposite signs. The water vapor convergence, local atmospheric
drying, and heat divergence are the rainfall sources whereas the local atmospheric cooling
and the transport of hydrometeor concentration from convective regions to raining
stratiform regions are the rainfall sinks. PEWV generally is higher than PEH (Fig. 4b)
because the rainfall source from water vapor convergence in water vapor related surface
rainfall budget is weaker than the rainfall source from heat divergence in thermally related
surface rainfall budget (Fig. 6). PEWV is lower than PEH on 4 and 7 June because the rainfall
source from water vapor convergence is stronger than the rainfall source from heat
divergence. The RMS difference between PEWV and PEH is 12.5%. Both PWEV and PEH
increase as convective rainfall intensifies (Fig. 5b). Precipitation efficiency ranges from 60%
to 90% as convective rain rate is higher than 2 mm h-1, whereas it ranges from 0 to 100% as
convective rain rate is lower than 2 mm h-1.



Thermodynamic Aspects of Precipitation Efficiency 85

Over raining stratiform regions, rainfall is primarily associated with the transport of
hydrometeor concentration from convective regions to raining stratiform regions because
water vapor divergence dries local atmosphere on 3 and 7 June and water vapor
convergence moistens local atmosphere on 4-6 June and heat divergence cools local
atmosphere (Fig. 7). PWH is generally higher than PEWV on 3, 4, and 7 June whereas it is
generally lower than PEWYV on 5-6 June (Fig. 4c). The RMS difference between PEWYV and
PEH is 23.8%, which largely accounts for the RMS difference in the model domain mean
calculations. The ranges of precipitation efficiencies for the surface rain rate of lower than
1 mm h? (0-100%) are larger than those for the surface rain rate of higher than 1 mm h-
(45-100%).

5. Radiative effects of ice clouds: CNIR versus C

The calculations of model domain mean simulation data show that PEWYV is insensitive to
radiative effects of ice clouds on 4 June, whereas the exclusion of radiative effects of ice
clouds decreases PEH (Table 1). The removal of radiative effects of ice clouds increases
PEWYV, but it barely affects PEH on 5 June. The elimination of radiative effects of ice
clouds decreases PEWV and PEH on 6 June. The exclusion of radiative effects of ice clouds
increases PEWYV but it decreases PEH on 7 June. On 4 June, the water vapor realted
surface rainfall budgets reveal that all rainfall processes contribute to rain rate in C and
CNIR (Table 2), which leads to 100% of PEWYV in the two experiments. The thermally
related surface rainfall budgets show that rainfall is associated with heat divergence and
radiative cooling in the two experiments (Table 3). Thus, local atmospheric cooling
(Sur<0) makes PEH less than 100% in the two experiments.

(@) Model domain mean Convective regions Raining stratiform
regions
C CNIR | CNIM | C CNIR | CNIM | C CNIR | CNIM

4 June | 100.0 | 100.0 | 91.5 77.8 68.8 83.0 82.3 66.7 58.3
5June | 92.0 98.4 81.0 71.5 70.3 80.6 100.0 | 90.8 100.0
6 June | 99.8 96.3 91.3 81.9 80.5 87.3 100.0 | 82.2 100.0
7 June | 62.8 64.6 60.4 55.0 67.2 77.2 28.1 36.8 51.5

(b) Model domain mean Convective regions Raining stratiform
regions
C CNIR | CNIM | C CNIR | CNIM | C CNIR | CNIM

4 June | 77.0 72.0 68.5 73.5 64.1 77.0 65.2 67.5 47.0
5]June | 63.3 63.8 57.0 52.1 51.5 56.5 473 47.1 34.4
6 June | 71.9 69.3 68.7 70.6 69.4 77.6 49.1 43.7 34.3
7 June | 36.7 35.1 34.2 48.6 49.2 49.4 33.4 28.2 29.1

Table 1. (a) PEWV and (b) PEH calculated data averaged daily and over model domain,
convective regions, and raining stratiform regions in C, CNIR, and CNIM. Unit is %.
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Model domain mean | Convective regions Raining stratiform
regions

C CNIR | CNIM | C CNIR | CNIM | C CNIR | CNIM
4 Pswv | 1.16 | 1.07 0.92 0.86 | 0.73 0.80 030 | 0.34 0.13
June | Quyr | 0.22 | 0.19 0.16 052 | 0.46 0.31 -0.06 | -0.17 | -0.09
Qwve | 0.87 | 0.86 0.84 0.57 | 0.60 0.64 0.09 | 018 0.13
Qwve | 0.01 | 0.01 0.01 0.00 | 0.00 0.00 0.00 | 0.00 0.00
Qcm 0.05 | 0.01 -0.09 |-024|-033 |-016 |028 | 032 0.09
5 Pswv | 1.54 | 1.59 1.27 0.92 | 0.99 0.93 0.62 | 059 0.35
June | Quyr | 013 | -0.03 |-017 |0.10 | 0.35 0.21 0.00 | -0.06 | 0.10
Qwve | 159 | 1.53 1.55 1.17 | 1.06 0.93 020 | 0.19 0.13
Qwve | 0.03 | 0.04 0.02 0.00 | 0.01 0.00 0.01 | 0.02 0.00
Qcm 0.05 | 0.04 -013 | 037 | 042 |-022 |041 | 044 0.12
6 Powv | 295 | 2.84 2.69 221 | 221 2.36 0.74 | 0.64 0.32
June | Qwyr | 0.34 | 041 0.31 0.77 | 0.92 0.87 003 |-014 |017
Qwve | 257 | 251 2.62 1.92 | 1.80 1.83 0.23 | 038 0.03
Qwve | 0.04 | 0.04 0.02 0.01 | 0.01 0.00 0.01 | 0.02 0.00
Qcm -0.01 | -0.11 -0.26 -049 | -053 | -0.34 0.47 | 0.38 0.12
7 Pswv | 054 | 051 0.46 029 |0.33 0.32 025 | 019 0.15
June | Quyr | 0.64 | 0.59 0.67 -0.09 | 0.08 0.08 0.65 | 030 0.19
Qwve | 032 | 028 |-023 |0.52 | 039 0.32 -0.63 | 032 | -0.14
Qwve | 016 | 0.17 0.10 0.01 | 0.01 0.00 0.02 | 0.04 0.01
Qcm 0.05 | 0.03 -0.08 -015 | -0.16 | -0.09 020 | 0.17 0.09

Table 2. Water vapor related surface rainfall budget (Pswv, Quwvr, Qwvr, Quwve, and Qcum)
averaged daily and over model domain, convective regions, and raining stratiform regions
in C, CNIR, and CNIM. Unit is mm h-1.

The removal of radiative effects of ice clouds decreases PEH from C to CNIR through the
enhanced local atmospheric cooling associated with the enhanced radiative cooling because
of similar heat divergence in the two experiments. On 5 June, the elimination of radiative
effects of ice clouds increases PEWV through the reduced local atmospheric moistening
(Qwvr<0) associated with the decreased water vapor convergence (Qwvr>0). The two
experiments have similar PEH because of similar heat related rainfall processes. On 6 June,
the exclusion of radiative effects of ice clouds decreases PEWV and PEH from C to CNIR
through the enhanced hydrometeor gain (Qcm>0) because water vapor and heat processes
have similar contributions to rainfall (QuwvrtQwvr+Qwve ~ Sur+Sur+SkHs*+StHLr+Srap) In the
two experiments. On 7 June, the removal of radiative effects of ice clouds increases PEWV
through the decreased water vapor divergence, whereas it decreases PEH through the
enhanced local atmospheric cooling associated with the enhanced radiative cooling.

Over convective regions, the exclusion of radiative effects of ice clouds decreases PEWV and
PEH through the intensified transport of hydrometeor concentration from convective
regions to raining stratiform regions (Qcum<0) because water vapor and heat processes have
similar contributions to rainfall in the two experiments on 4 June. Similar magnitudes of
rainfall sources associated with water vapor, heat, and cloud processes lead to similar
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PEWYV and PEH on 5 and 6 June. On 7 June, the exclusion of radiative effects of ice clouds
increases PEWV through the local atmospheric change from moistening in C to drying in
CNIR associated with the decrease in water vapor convergence while the two experiments
have similar transport rates of hydrometeor concentration from convective regions to
raining stratiform regions. The two experiments have similar PEH because of similar
thermal processes. Note that radiative cooling is negligibly small over convective regions.
Over raining stratiform regions, the removal of radiative effects of ice clouds decreases
PEWYV through the enhanced local atmospheric moistening on 4 June. Because the increase
in rainfall from C to CNIR is similar to the increase in rainfall source that is from the heat
divergence and the transport of hydrometeor concentration from convective regions to
raining stratiform regions, the increase in stratiform rainfall from C to CNIR leads to the
increase in PEH. On 5 June, the elimination of radiative effects of ice clouds decreases PEWV
because the local water vapor is barely changed in C and the local atmospheric moistening
occurs in CNIR. The two experiments have similar PEH due to similar rainfall sources from
thermal and cloud processes. On 6 June, the exclusion of radiative effects of ice clouds leads
to the decreases in PEWV through the local atmospheric change from drying in C to
moistening in CNIR and reduces PEH through the enhanced local atmospheric cooling. On 7
June, the removal of radiative effects of ice clouds increases PEWYV through the slowdown in
water vapor divergence. Because the decrease in rainfall is similar to the decrease in the
rainfall source from heat divergence and transport of hydrometeor concentration from
convective regions to raining stratiform regions as a result of similar local atmospheric
cooling rate in the two experiments, the decrease in stratiform rainfall from C to CNIR leads
to the decrease in PEH.

6. Microphysical effects of ice clouds: CNIM versus CNIR

The calculations of model domain mean simulation data show the decreases in PEWV and
PEH from CNIR to CNIM during the life span of pre-summer heavy rainfall event (Figs. 9a-
10a). On 4 June, the exclusion of microphysical effects of ice clouds decreases PEWV and
PEH through the hydrometeor change from loss in CNIR to gain in CNIM and the
weakened local atmospheric cooling (Figs. 11a-17a). On 5 June, the decrease in PEWV is
associated with the intensification in local atmospheric moistening and the hydrometeor
change from loss in CNIR to gain in CNIM. The reduction in PEH is related to the
hydrometeor change from loss in CNIR to gain in CNIM. On 6 June, the decrease in PEWV
corresponds to the strengthened hydrometeor gain. PEH is barely changed in the two
experiments because of similar rates of rainfall source from thermal processes. On 7 June,
the decreases in PEWV and PEH result from the hydrometeor change from loss in CNIR to
gain in CNIM although water vapor divergence and local atmospheric cooling are
weakened.

Over convective regions, PEWV and PEH are increased from CNIR to CNIM during the life
span of pre-summer heavy rainfall event (Figs. 9b-10b). The exclusion of microphysical
effects of ice clouds increases PEWV and PEH through the weakened transport of
hydrometeor concentration from convective regions to raining stratiform regions during 4-6
June (Figs. 11b-17b). The decrease in local atmospheric cooling also contributes to the
increases in PEWV and PEH on 6 June. On 7 June, the removal of microphysical effects of ice
clouds increases PEWV through the weakened transport of hydrometeor concentration from
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convective regions to raining stratiform regions, whereas it barely changes PEH because of
the offset between the weakened transport of hydrometeor concentration from convective
regions to raining stratiform regions and the enhanced local atmospheric cooling (Figs. 14b
and 15b).

Model domain mean Convective regions Raining stratiform
regions
C CNIR | CNIM C CNIR | CNIM C CNIR | CNIM
4 Psy 1.16 1.07 0.92 0.86 0.73 0.80 0.30 0.34 0.13
June Sur | -0.34 | -041 -0.33 | -0.05 | -0.06 -0.08 | -0.16 | -0.16 -0.14
SHF 1.30 1.28 1.24 1.15 1.11 1.02 0.15 0.14 0.18
SHs -0.01 | -0.01 -0.01 | 0.01 0.00 0.00 0.00 0.00 0.00
Scarr | 0.02 0.00 0.00 | -0.01 | -0.02 0.00 0.03 0.02 0.00
Srap | 0.13 0.18 0.12 0.01 0.02 0.01 0.00 0.02 0.00
Qcm | 0.05 0.01 -0.09 | -0.24 | -0.33 -0.16 0.28 0.32 0.09
5 Psy 1.54 1.59 1.27 0.92 0.99 0.93 0.62 0.59 0.35
June Sur | -0.88 | -0.88 -0.82 | -0.46 | -0.48 -0.49 | -0.68 | -0.66 -0.65
SHr 2.30 2.28 2.14 1.76 1.91 1.63 0.88 0.74 0.89
SHs -0.01 | -0.02 -0.01 0.00 0.01 0.00 -0.01 | -0.01 0.00
Srarr | 0.01 0.01 0.00 | -0.01 | -0.03 0.00 0.03 0.04 0.00
Srap | 0.07 | 0.16 0.09 0.00 0.01 0.01 -0.01 | 0.03 0.00
Qcm | 0.05 0.04 -0.13 | -0.37 | -0.42 -0.22 041 0.44 0.12
6 June| Psy 2.95 2.84 2.69 2.21 2.21 2.36 0.74 0.64 0.32
Sur | -1.15 | -1.14 -0.97 | -0.40 | -0.40 -0.34 | -0.76 | -0.81 -0.62
SHr 4.00 3.92 3.81 3.10 3.15 3.02 0.98 1.00 0.82
Sws 0.00 | -0.01 0.01 0.02 0.01 0.01 -0.01 | -0.01 0.00
Starr | 0.03 0.03 0.00 |-0.03 | -0.04 0.00 0.06 0.06 0.00
Srap | 0.06 0.16 0.10 0.00 0.01 0.01 0.00 0.02 0.01
Qcm | -0.01 | -0.11 -0.26 | -049 | -0.53 -0.34 047 0.38 0.12
7 June| Psy 0.54 0.51 0.46 0.29 0.33 0.32 0.25 0.19 0.15
Sur | -0.90 | -0.92 -0.81 | -0.15 | -0.17 -0.23 | -0.48 | -047 -0.36
SHr 1.30 1.26 1.29 0.59 0.66 0.64 0.51 0.47 0.42
SHs -0.03 | -0.03 -0.01 | 0.00 0.00 0.00 -0.01 | -0.01 0.00
Srerr | 0.02 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.01
Srap | 0.09 0.15 0.06 0.00 0.00 0.00 0.00 0.01 0.00
Qcm | 0.05 0.03 -0.08 | -0.15 | -0.16 -0.09 0.20 0.17 0.09

Table 3. Thermally related surface rainfall budget (Pswv, Sur, Sur, Sus, Srap, and Qcwm)
averaged daily and over model domain, convective regions, and raining stratiform regions
in C, CNIR, and CNIM. Unit is mm h-1.

Over raining stratiform regions, the elimination of microphysical effects of ice clouds
decreases PEWYV through the weakened local atmospheric moistening and reduces PEH
through the weakened local atmospheric cooling on 4 June. During 5-6 June, the exclusion
of microphysical effects of ice clouds increases PEWV because all rainfall processes favors
rainfall in CNIM but the local atmospheric moistening reduces rainfall in CNIR. Although
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the removal of microphysical effects of ice clouds barely impacts local atmospheric
cooling on 5 June and it decreases local atmospheric cooling on 6 June, the decreases in
stratiform rainfall are associated with the slowdown in transport of hydrometeor
concentration from convective regions to raining stratiform regions. As a result, the
decreases in stratiform rainfall lead to the decreases in PEH from CNIR to CNIM. On 7
June, the elimination of microphysical effects of ice clouds increases PEWYV through the
weakened water vapor divergence and increases PEH through the weakened local
atmospheric cooling.

7. Conclusions

Precipitation efficiency can be well defined through diagnostic surface rainfall budgets.
From thermally related surface rainfall budget, precipitation efficiency associated with heat
processes (PEH) is first defined in this study as the ratio of surface rain rate and the rainfall
source from heat and cloud budgets. Precipitation efficiency associated with water vapor
processes (PEWYV) was defined by Sui et al. (2007) as the ratio of surface rain rate to the
rainfall source from water vapor and cloud budgets. In this study, both precipitation
efficiencies and their responses to effects of ice clouds are investigated through an analysis
of sensitivity cloud-resolving modeling data of a pre-summer heavy rainfall event over
southern China during June 2008. The major results include:

¢  The calculations of model domain mean simulation data show that PEH is lower than
PEWYV because heat divergence contributes more to surface rainfall than water vapor
convergence does. Precipitation efficiencies are lower during the decay phase than
during the development of rainfall. PEH is generally lower than PEWYV over convective
regions, whereas it is generally higher than PEWYV over raining stratiform regions.
Precipitation efficiencies increase as surface rain rate increases.

e PEWYV has different responses to radiative effects of ice clouds during the different
stages of the rainfall event. The exclusion of Microphysical effects of ice clouds
generally decreases PEWYV in the calculations of model domain mean simulation data,
whereas it generally increases PEWYV over raining regions.

¢ The exclusion of radiative effects of ice clouds generally decreases PEH. The removal of
microphysical effects of ice clouds generally decreases PEH except that it increases PEH
over convective regions.

o  Effects of ice clouds on precipitation efficiencies can be explained by the analysis of
surface rainfall budgets. The changes in PEWV are mainly associated with the
changes in local atmospheric moistening and transport of hydrometeor concentration
from convective regions to raining stratiform regions during the life span of pre-
summer heavy rainfall event and the change in water vapor divergence on 7 June.
The changes in PEH are mainly related to the changes in local atmospheric cooling
and radiative cooling and transport of hydrometeor concentration from convective
regions to raining stratiform regions during the life span of pre-summer heavy
rainfall event.
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1. Introduction

Over the past decades investigation of the adsorption process on activated carbons has
confirmed their great potential for industrial wastewater purification from toxic and heavy
metals. This chapter is focused on the adsorption of Cr (III) in high-capacity solid adsorbents
such as activated carbons. There are abundant publications on heavy metal adsorption on
activated carbons with different oxygen functionalities covering wide-range conditions
(solution pH, ionic strength, initial sorbate concentrations, carbon loading and etc. (Brigatti et
al.,, 2000; Carrott et al, 1997; Li et al,, 2011; Lyubchik et al., 2008; Tikhonova et al., 2008;
Kotodynska, 2010; Anirudhan & Radhakrishnan, 2011). Although much has been accomplished
in this area, less attention has been given to the kinetics, thermodynamics and temperature
dependence of the adsorption process, which is still under continuing debates (Ramesh et al.,
2007; Myers, 2004). The principal problem in interpretation of solution adsorption studies lies in
the relatively low comparability of the data obtained by different research groups. These are
due to the differences in the nature of the carbons, conditions of the adsorption processes and
the chosen methodology of the metals adsorption analysis. Furthermore, the adsorption from
the solution is much more complex than that from the gas phase.

In general, the molecules attachment to the solid surface by adsorption is a broad subject
(Myers, 2004). Therefore, only complex investigation of the metal ions/carbon surfaces
interaction at the aqueous-solid interface can help to understand the metals adsorption
mechanism, which is an important point in optimization of the conditions of their removal
by activated carbons (Anirudhan & Radhakrishnan, 2008; Argun et al., 2007; Aydin &
Aksoy, 2009; Ramesh et al., 2007; Liu et al., 2004). Particularly, thermodynamics has the
remarkable ability to connect seemingly unrelated properties (Myers, 2004). The most
important application of thermodynamics is the calculation of equilibrium between phases
of the adsorption process profile. The basis for thermodynamic calculations is the
adsorption isotherm, which gives the amount of the metals adsorbed in the porous structure
as a function of the amount at equilibrium in the solutions. Whether the adsorption isotherm
has been experimentally determined, the data points must be fitted with analytical
equations for interpolation, extrapolation, and for the calculation of thermodynamic
properties by numerical integration or differentiation (Myers, 2004; Ruthven, 1984).
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It has to be noted, that the thermodynamics applies only to equilibrium adsorption
isotherms. The equilibrium of heavy metals adsorption on activated carbons is still in its
infancy due to the complexity of operating mechanisms of metal ions binding to carbon with
ion exchange, complexation, and surface adsorption as the prevalent ones (Brown et al.,
2000). Furthermore, these processes are strongly affected by the pH of the aqueous solution
(Liu et. al., 2004; Chen and Lin, 2001; Brigatti et al., 2000). The influence of pH is generally
attributed to the variation, with pH, in the relative distribution of the metal and carbon
surface species, in their charge and proton balance (Csoban et al., 1998; Kratochvil and
Volesky, 1998). Therefore, the equilibrium constants of each type of the species on each type
of the activated sites are very important for the controlling of metals ions capture by
activated carbons (Carrott et al., 1997; Chen & Lin, 2001).

Another area of the debates is an optimum contact time to reach the adsorption equilibrium
and, once again, regardless of the solution pHs, the differences in metal ions speciation,
adsorbents charge and potential, complicate the overall process and make a comparison of
the results of a metals capture by activated carbons difficult. The majority of studies on the
sorption kinetics have revealed a two-step behaviour of the adsorption systems (Brigatti et
al., 2000; Csoban et al., 1998; Raji et al., 1998) with fast initial uptake and much slower
gradual uptake afterwards, which might take days even months (et al., 2000; Csobéan et al.,
1998; Raji et al., 1998; Kumar et al., 2000; Ajmal et al., 2001; Lakatos et al., 2002; Chakir et al.,
2002; Leist et al., 2000; Csoban & Joo, 1999). Some of the authors reported the optimum
contact time of minutes (Kumar et al., 2000; Ajmal et al., 2001), whereas, at the other
extreme, that of hundred hours (Brigatti et al., 2000; Lakatos et al., 2002) for equilibrium to
be attained; and the average values reported for the heavy metal binding were of 1-5 hours
(Csoban et al., 1998; Raji et al., 1998; Chakir et al., 2002; Leist et al., 2000; Csoban and Joo,
1999). It has been also stressed that adsorption thermodynamics is drastically affected by the
equilibrium pH of the solutions. Regardless of the equilibrium pH, adsorption of the heavy
metals by a single adsorbent could be completed in a quite different contact time (Carrott et
al., 1997; Lalvani et al., 1998; Farias et al., 2002; Perez-Candela et al., 1995). Taking into
account that equilibration of metal ions uptake by activated carbons depends on the
equilibrium pH, authors agreed (Lyubchik et al., 2003) with the statement (Carrott et al.,
1997) that it would be appropriate to express adsorption results in terms of the final solution
pH. However, this practice is not widely used by the investigators.

Due to the prolonged time is needed to accomplish thermodynamic equilibrium conditions,
the adsorption experiments are often carried out under pseudo-equilibrium condition, when
the actual time is chosen either to accomplish the rapid adsorption step or, rather arbitrary,
to ensure that the saturation level of the carbon is reached (Kumar et al., 2000). However,
once again, the adsorption models are all valid only and, therefore, applicable only to
complete equilibration.

The study presented herein is part of the work aimed the exploration of the mechanism of
Cr (III) adsorption on activated carbons associated with varying of surface oxygen
functionality and porous texture. The mechanism of chromium adsorption was investigated
through a series of equilibrium and kinetic experiments under varying pH, temperature,
initial chromium concentration, carbon loading for wide-ranging carbons of different
surface properties (i.e. texture and surface groups) (Lyubchik et al., 2004; Lyubchik et al.,
2005; Lyubchik et al., 2008); and particular objective of the current study is evaluation of the
thermodynamics (entropy, enthalpy, free energy) parameters of the adsorption process in
the system “Cr (III) - activated carbon”.
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Thermodynamics were evaluated through a series of the equilibrium experiments under
varying temperature, initial chromium concentration, carbon loading for two sets of the
commercial activated carbons and their oxidised by post-chemical treatment forms with
different texture and surface functionality. This approach served the dual purpose: i) gained
deep insight into various carbon’s structural characteristics and their effect on
thermodynamics of the Cr (III) adsorption; and ii) gained insight, which often very difficult
or impossible to obtain by other mean, into equilibrium of the Cr (III) adsorption on
activated carbon. The thermodynamics parameters were evaluated using both the
thermodynamic equilibrium constants and the Langmuir, Freundlich and BET constants.
The obtained data on thermodynamic parameters were compared, when it was possible.

2. Experimental

2.1 Materials

Two commercially available activated charcoals GR MERCK 2518 and GAC Norit 1240 Plus
(A-10128) were chosen as adsorbents. The activated carbons were used as supplied (parent
carbons) and after their oxidative post treatments. Chemical treatment aimed at introduction
of the surface oxygen functional groups on the carbon surface. In some conditions, the
chemical treatments also changed the carbons porous texture.

2.1.1 Surface modification

Commercial activated charcoals GR MERCK 2518 and GAC Norit 1240 Plus (A- 10128) have
been subjected to the post-chemical treatment with 1 M nitric acid at boiling temperature
during 6 h. The oxidized materials, were subsequently washed with distilled water until
neutral media, and dried in an oven at 110 °C for 24 h.

2.1.2 Surface characterization

The textural characterization of the carbon samples was based on nitrogen adsorption
isotherms at 77K. These experiments were carried out with Surface Area & Porosimetry
Analyzer, Micromeritics ASAP 2010 apparatus. Prior to the adsorption testing, the samples
were outgassing at 240 °C for 24 h under a pressure of 103 Pa. The apparent surface areas
were determined from the adsorption isotherms using the BET equation; the Dubinin-
Raduskhevich and B.J.H. methods were applied respectively to determine the micro- and
mesopores volume. The oxidation treatment resulted in reduction of the apparent surface
area with mesopores formation (Table 1).

The carbon’s point zero charge (pHpzc values) were obtained by acid-base titration
(Sontheimer, 1988). pHpzc decreases when the carbon surface is treated with nitric acid
(Table 1). The parent carbons and their oxidized forms were characterized by elemental and
proximate analyses using an Automatic CHNS-O Elemental Analyzer and a Flash EATM
1112 (Table 2). The oxygen content significantly increases when the carbon surface is treated
with nitric acid.

The carbon surface was also characterized by temperature-programmed desorption with a
Micromeritics TPD/TPR 2900 equipment. A quartz microreactor was connected to a mass
spectrometer set up (Fisons MD800) for continuous analysis of gases evolved in a MID
(multiple ion detection) mode. Surface oxygen groups on carbon materials decomposed
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upon heating by releasing CO and CO» at different temperatures (Table 3). The assignment
of the TPD peaks to the specifics surface groups was based on the data published in the
literature (Figueiredo, 1999). Thus, a CO; peak results from decomposition of the carboxylic
acid groups at low temperatures (below 400 0C), or lactones at high temperatures (650 °C);
carboxylic anhydrous decompose as CO and CO at the same temperature (around 650 °C).
Ether (700 °C), phenol (600-700 °C) and carbonyls/quinones (700-980 °C) decompose as CO.
The treatment by nitric acid resulted in an increase in carboxylic acids and anhydrous
carboxylic, lactones and phenol groups.

Carbons SBET/ Vtotalr Vmicror Smeso; Smjcro; pHPZC
(m?/g) (cm/g) (cm¥/g) (m?/g) (m2/g)

Merck_ initial 755 0.33 0.31 41 714 7.02

Merck_1 M HNO; 1017 0.59 0.55 40 977 341

Norit_initial 770 0.40 0.32 41 729 6.92

Norit_1 M HNO;3 945 0.43 041 72 873 441

Table 1. Textural and surface characteristics of the studied activated carbons.

Proximate analysis Elemental analysis
Carbons (wt %) (wt %)
Moisture  Volatile  Ash C H N o
Norit_initial 3.9 6.7 2.8 95.2 0.40 0.48 3.90
Norit_1M HNO3 1.8 7.9 2.0 87.9 0.60 2.60 8.90
Merck_initial 2.0 9.1 3.2 92.8 0.25 0.40 6.50
Merck_1M HNO; 1.7 12.8 2.0 86.3 0.30 0.54 12.80

Table 2. Proximate and elemental analyses of the studied activated carbons

Oxygen evolved, (g/100g)

Carbons CO, CO CO/CO,
Norit_initial 0.49 118 241
Norit_1M HNOs 3.18 5.94 1.86
Merck_initial 0.44 1.15 2.61
Merck_1M HNO; 3.05 18.7 6.22

Table 3. Surface oxygen functionality of the studied activated carbons

All chemicals used were of an analytical grade. Salt Cry(SO4)OH> , which is used in the
tanning industry, was used as a sources of trivalent chromium. Metal standard was
prepared by dissolution of Cr (III) salt in pure water, which was first deionized and
then doubly distilled. The initial pH of the resulting Cr (III) solution was 3.2. The
chromium solution was always freshly prepared and used within a day in order to avoid
its aging.
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2.2 Adsorption process analysis

2.2.1 Batch experiments

Batch laboratory techniques were utilized to study the equilibrium of Cr (III) adsorption on
Norit and Merck activated carbons. The adsorption isotherms were obtained at four
different temperatures: 22, 30, 40 and 50 °C. All adsorption isotherms were determined at
initial pH of the resulting Cr (III) solution i.e. 3.2, without adding any buffer to control the
pH to prevent introduction of any new electrolyte into the systems.

The batch tests were conducted by loading a desirable amount of sorbent to the 250 ml
Erlenmeyer flasks containing the Cr(IIl) solution of fixed (at 200 ppm, which is 10 times
lower than the initial concentration present in the tannery wastewater) concentration. Each
of the 10 samples used for one experiment consisted of a known carbon dosage from a range
1.2 -20 g/1in 25 ml of Cr(III) 200 ppm solution, which were shaking on a gyratory shaker at
180 rev/min for 1-7 days (depending on the temperature of the experiment). Each
experiment was performed for both initial and post-treated with peroxide, 1 M and acid
forms of Norit and Merck carbons, thus generated a total of 10x2x2=40 samples for each
experimental temperature. Furthermore, in some cases, for the batch tests the conditions
were changed for fixed carbon loading at 4.8 g/1, whereas Cr(III) concentration were varied
from 50 to 2000 ppm. Experiments were duplicated for quality control. The standard
deviation of the adsorption parameters was under 1.5 %.

At the end of the experiments, the adsorbent was removed by filtration through membrane
filters with a pore size of 0.45 um. The chromium equilibrium concentration was measured
spectrophotometrically, using UV-Visible GBC 918 spectrometer, at fixed wavelength A=420
nm according to the standard procedure.

2.3 Supporting theory
In a typical adsorption process, species/materials in gaseous or liquid form (the adsorptive)
become attached to a solid or liquid surface (the adsorbent) and form the adsorbate [Scheme
1], ( Christmann, 2010).

‘ O
Adsorptiv Oo O | agsoron
ption
O DesorptionlO O
""" @80 ® ® ® & «— Adsorbat
Adsorbens—s
Monolayer adsorption Multilayer adsorption
-~ o) "
SN o o e 4
O
osesecessesse T
The heat of adsorption of the first The heat of adsorption of the first layer is
monolayer is much stronger than the heat ~ comparable to the heat of condensation of
of adsorption of the second and all the subsequent layers. Often observed
following layers. Typical for during Physisorption

Chemisorption case

Scheme 1. Presentation of the typical adsorption process (after Christmann, 2010)
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Since the adsorptive and the adsorbent often undergo a chemical reactions, the chemical and
physical properties of the adsorbate is not always just the sum of the individual properties
of the adsorptive and the adsorbent, and often represents a phase with new properties
(Christmann, 2010).

When the adsorbent and adsorptive are contacted long enough, the equilibrium is
established between the amount of adsorptive adsorbed on the carbon surface (the
adsorbate) and the amount of adsorptive in the solution. The equilibrium relationship is
described by isotherms. Therefore, the adsorption isotherm for the metal adsorption is the
relation between the specific amount adsorbed (g.q, expressed in (mmol) of the adsorbate
per (g) of the solid adsorbent) and the equilibrium concentrations of the adsorptive in liquid
phase (Cey, in expressed in (mmol) of the adsorptive per (l) of the solution), when amount
adsorbed is equals geg1.

Chemical equilibrium between adsorbate and adsorptive leads to a constant surface
concentration (I) in [mmol/m?]. Constant (I') is maintained when the fluxes of adsorbing
and desorbing particles are equal, thus the initial adsorptive concentration and temperature
dependence of the liquid-solid phase equilibrium are considered (Christmann, 2010).

A common procedure is to equate the chemical potentials and their derivatives of the phases
involved. Note: the chemical potential (u) is the derivative of the Gibbs energy (dG) with
respect to the mole number (1) in question (Christmann, 2010), which is for the adsorption
process from the liquid phase is the equilibrium concentrations of the adsorptive in liquid
phase (C.;1), when amount adsorbed on the carbon surface is equals (eq1) [1]:

= {ZS} » 1 Other mole numbers (C,,) 1)

The decisive quantities when studying the adsorption process are the heat of adsorption and
its coverage dependence to lateral particle-particle interactions, as well as the kind and
number of binding states (Christmann, 2010). The most relevant thermodynamic variable to
describe the heat effects during the adsorption process is the differential isosteric heat of
adsorption (4H;), k] mol1), that represents the energy difference between the state of the
system before and after the adsorption of a differential amount of adsorbate on the
adsorbent surface (Christmann, 2010). The physical basis is the Clausius-Clapeyron
equation [2]:

1 {d(c,q,)} _|dInC,) | ___AH, @)
€L 4T | d(%) r R

Knowledge of the heats of sorption is very important for the characterization and
optimization of an adsorption process. The magnitude of (AH,) value gives information
about the adsorption mechanism as chemical ion-exchange or physical sorption: for physical
adsorption, (AH,) should be below 80 kJmol! and for chemical adsorption it ranges between
80 and 400 kJmol! (Saha & Chowdhury, 2011). It also gives some indication about the
adsorbent surface heterogeneity.

Langmuir Isotherm: A model assumes monolayer coverage and constant binding energy
between surface and adsorbate [3]:
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where gy is the maximum adsorption capacity (monolayer coverage), i.e. mmol of the
adsorbate per (g) of adsorbent;

K is the constant of Langmuir isotherm if the enthalpy of adsorption is independent of
coverage.

The constant K; depends on (i) the relative stabilities of the adsorbate and adsorptive species
involved, (ii) on the temperature of the system, and (iii) on the initial concentration of the
metal ions in the solution. Factors (ii) and (iii) exert opposite effects on the concentration of
adsorbed species: the surface coverage may be increased by raising the initial metal
concentration in the solution but will be reduced if the surface temperature is raised
(Christmann, 2010).

If the desorption energy is equal to the energy of adsorption, then the first-order processes
has been assumed both for the adsorption and the desorption reaction. Whether the
deviation exists, the second-order processes should be considered, when
adsorption/desorption reactions involving rate-limiting dissociation. From the initial slope
of a log - log plot of a Langmuir adsorption isotherm the order of adsorption can be easily
determined: if a slope is of 1, that is 1st order adsorption; if a slope is of 0.5, that is 2nd order
adsorption process (Christmann, 2010).

BET (Brunauer, Emmett and Teller) Isotherm: This is a more general, multi-layer model.

It assumes that a Langmuir isotherm applies to each layer and that no transmigration occurs
between layers. It also assumes that there is equal energy of adsorption for each layer except
for the first layer [4]:

KBET X qmaxceql 4
(4)
(Cou =Co)x[ 1+ (K, ~1)x(C,/C,.) |

where C;; is saturation (solubility limit) concentration of the metal ions (in mmol/l) and
Kpger is a parameter related to the binding intensity for all layers;

Two limiting cases can be distinguished: (i) when Cey << Ciuiy and Kper >> 1 BET isotherm
approaches Langmuir isotherm (K; = Ker/ Cinit); (ii) when the constant Kzer >> 1, the heat of
adsorption of the very first monolayer is large compared to the condensation enthalpy; and
adsorption into the second layer only occurs once the first layer is completely filled.
Conversely, if Kpr is small, then a multilayer adsorption already occurs while the first layer
is still incomplete (Christmann, 2010). In general, as solubility of solute increases the extent
of adsorption decreases.

This is known as the “Lundelius” Rule”. Solute-solid surface binding competes with solute-
solvent attraction. Factors which affect solubility include molecular size (high MW- low
solubility), ionization (solubility is minimum when compounds are uncharged), polarity (as
polarity increases get higher solubility because water is a polar solvent).

Freundlich Isotherm: For the special case of heterogeneous surface energies in which the
energy term (Kf) varies as a function of surface coverage the Freundlich model are used [5]:

Qog =

oy = K, x C (5)

eql

where Kr and 1/# are Freundlich constants related to adsorption capacity and adsorption
efficiency, respectively.
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To determine which model (Scheme 2) to use to describe the adsorption isotherms for
particular adsorbate/adsorbent systems, the experimental data were analyzed using
model's linearization.

S
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Scheme 2. Models presentation of the adsorption process (after Christmann 2010), where
symbol (0) is the fraction of the surface sites occupied.

2.4 Theoretical calculations

2.4.1 Isotherms analysis

The results of Cr (III) adsorbed on activated carbons were quantified by mass balance. To
test the system at equilibrium, the following parameters were used: adsorption capacity of
the carbon (geq) expressed in terms of metal amount adsorbed on the unitary sorbent mass
(mmol/g), i.e. ([Cr I]upuare); and sorption efficiency of the system (R%) indicated from the
percentage of removed metal ions relative to the initial amount, i.e. [Crrem], %. These
parameters have been calculated as indicated below [6, 7]:

(sz‘z _chl )

Qu=—""—"— ©)
m

(Cim'f - Cqu )

eql

R% = 100 @)

where Ci,ir and C,y are, respectively, the initial and equilibrium concentrations of metal ions
in solution (mmol/1) and m is the carbon dosage (g/1).

The data for the uptake of Cr (III) at different temperatures has been processed in
accordance with the linearised form of the Freundlich [8], Langmuir [9] and BET [10]
isotherm equations.

For the Freundlich isotherm the log-log version was used [8]:

log geqi = log Ke+1/n log Cey 8)
The Langmuir model linearization (a plot of 1/g.q vs 1/Ceii ) was expected to give a straight

line with intercept of 1/guax [9]:

1111 -
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The BET model linearization equation [10] was used:

BET

Co  _Ky-1Cy 1 (10)
(Ciniz _Cuql)q/:ql KBETqmax Cmi: KBETqmax

For a successful determination of a BET model the limiting case of Kger >> 1 is required. In

C,
this case, a plot of {(Cg)} vs — yields a straight line with positive slope and
init  eql qeql
intercept from which the constant (Kpgr) and the monolayer sorption capacity (gmx) can be
obtain.

init

2.4.2 Thermodynamic parameters
Thermodynamic parameters such as change in Gibb’s free energy AG?, enthalpy AH? and
entropy A4S° were determined using the following equation [11]:

q.
K= )

eql

where K; is the apparent equilibrium constant, ge (or [Cr I]uptake); is the amount of metal
adsorbed on the unitary sorbent mass (mmol/g) at equilibrium and C.; (or [Cr I]em)
equilibrium concentrations of metal ions in solution (mmol/1), when amount adsorbed is
equals geg;

e

eql

chemical, physical adsorption, etc.

The thermodynamic equilibrium constants (K;) of the Cr III adsorption on studied activated
carbons were calculated by the method suggested by (Khan and Singh, 1987) from the
intercept of the plots of In (Geqi/Ceqt) VS. Gegi

Then, the standard free energy change AGY, enthalpy change AH% and entropy change AS0
were calculated from the Van’t-Hoff equation [12].

- relationship depends on the type of the adsorption that occurs, i.e. multi-layer,

AGO=-RT In K,, (12)

where K is the apparent equilibrium constant; T is the temperature in Kelvin and R is the
gas constant (8.314 Jmol1K-1:

The slope and intercept of the Van't-Hoff plot [13] of In K; vs. 1/T were used to determine
the values of AHY and AS9,

NZ0 0
ik, | ZAH |1, AS (13)
R )T R

Then, the influence of the temperature on the system entropy was evaluated using the
equations [14]
AGY=AHO-T'AS0 (14)

The thermodynamic parameters of the adsorption were also calculated by using the
Langmuir constant (K;), Freundlich constants (Kr) and the BET constant (Kper) for the
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equations [12-14] instead of (Kj). The obtained data on thermodynamic parameters were
compared, when it was possible.

The differential isosteric heat of adsorption (4H,) at constant surface coverage was
calculated using the Clausius-Clapeyron equation [15]:

dIn(C,,) AH

-— 15
ar RT? (15)

Integration gives the following equation [16]:

In(C,)= —[ L 1—+K (16)
where K is a constant.

The differential isosteric heat of adsorption was calculated from the slope of the plot of
In(Ceqr) vs 1/T and was used for an indication of the adsorbent surface heterogeneity. For
this purpose, the equilibrium concentration (C.y) at constant amount of adsorbate adsorbed

was obtained from the adsorption isotherm data at different temperatures according to
(Saha & Chowdhury, 2011).

3. Results and discussion

3.1 Adsorption isotherms

The equilibrium measurements focused on the determination of the adsorption isotherms.
Figures 1-4 show the relationship between the amounts of chromium adsorbed per unit mass
of carbon, i.e. [Cr(IlI)uptake] in mmol/g, and its equilibrium concentration in the solution, i.e.
[Cr(IIT)elg] in mmol/], at the temperatures of 22, 30, 40 and 50 °C. The carbon adsorption
capacity improved with temperature and gets the maximum at 40 °C in the case of the
oxidized Norit and Merck carbons and slightly improved with temperature in the case of the
parent Norit and Merck activated carbons. The isotherms showed two different shapes. There
are isotherms of type III (Fig. 1, 2) for the oxidized samples and of type IV (Fig. 3, 4) for the
parent Norit and Merck carbons. Therefore in all cases, the adosrption of the polar molecules
(like Cr III solution) on unpolar surface (like the studied activated carbons) is characterized by
initially rather repulsive interactions leading to a reduced uptake (Fig. 1, 2), while the
increasing presence of adsorbate molecules facilitate the ongoing adsorption leading to
isotherms of type III. Furthermore, the porous adsorbents are used and additional capillary
condensation effects appeared leading to isotherms of type IV (Fig. 3, 4).

Batch adsorption thermodynamics was described by the three classic empirical models of
Freundlich (Eq. 8), Langmuir (Eq. 9) and BET (Eq.10). Regression analysis of the linearised
isotherms of Freundlich (log ge; vs log C.) and Langmuir (1/geq vs 1/Ceu) and

({(ch)q} vs Co ) using the slope and the intercept of the obtained straight line
init eql M eq

gave the sorption constants (Kr ,1/n and Ky, KgeT, gmax). The related parameters for the fitting
of Freundlich, Langmuir and BET equations and correlation coefficients (R?) at different
temperatures are summarized in Tables 4.

Based on the results, we can concluded that the Freundlich model appeared to be the most
“universal” to describe the equilibrium conditions for all studied activated carbons over the

init
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entire range of temperatures, when the Langmuir and BET models were appropriate for one

or another of the adsorption systems only.
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Fig. 1. Isotherms of the Cr (III) adsorption on modified by 1M HNOj3 Norit activated carbon

at different temperatures: (k) - 22; (O) - 30; () - 40 and (A) - 50 °C.
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Fig. 2. Isotherms of the Cr (III) adsorption on modified by 1M HNO3; Merck activated carbon

at different temperatures: (%) - 22; (O) - 30; (O) - 40 and (A) - 50 °C.
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Fig. 3. Isotherms of the Cr (II) adsorption on initial Merck activated carbon at different
temperatures: (k) - 22; (O) - 30; (O) - 40 and (A) - 50 °C.
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Fig. 4. Isotherms of the Cr(IIl) adsorption on initial Norit activated carbon at different
temperatures: (%) - 22; (O) - 30; (O) - 40 and (A) - 50 °C.
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Langmuir constants Freundlich BET constants Equlibrium
constants constants
T/ Qmax KF/ qmax
2 4 2 2 4 2
oC R mmol/g KL,I/mmol R mol/g 1/1’1 R mmol/g KBET R Kd
Fixed [Cr III] = 200 ppm, pH3.2
Merck
22| Initial 0.7671] 0.1290 | 75.9837 (0.9795/10.6608/0.78360.9641| 0.1197 | 9.1498 |0.0945| 4.701
30| Initial [0.7921] 0.2617 | 138.7455 0.5253| 3.9487 0.05080.9608 0.1092 | 3.4681 |0.1976| 6.688
40| Initial [0.7711] 0.3332 | 23.7812 [0.6158| 3.2485 [0.1351/0.9443| 0.1164 |-16.8765|0.2040| 5.445
50| Initial [0.7730] 0.3027 | 4.2890 [0.6773| 4.2274 (0.17480.8825| 0.0997 |-9.3369 |0.1677| 4.754
22 HlNMO 0.9877| -3.7564 | -0.0466 [0.9898| 5.4386 [1.07560.9214 0.3525 | 3.1462 |0,9630|3.9361
3
30 HlNMO 0.9606| 2.3453 0.1021 0.9595| 4.7632 [1.22350.6241| 0.3164 | 2.5019 [0.9717|4.7063
3
40 HlNMO 0.9042f 2.1961 0.2201 (0.9671| 2.5448 [1.01750.5632 0.5651 | 2.6392 [0,9636 |5.6350
3
50 HlNMO 0.9403| 2.2412 0.1245 (0.9680] 4.1034 0.97950.8566| 0.2990 | 3.8750 {0,9745|5.2799
3
Norit
22|Initial 0.9728 0.3509 | 22.0336 (0.6793| 3.7895 (0.10170.9436| 0.1931 | 9.7116 |0,1412|3.5450
30| Initial [0.9411] 0.4684 | 31.7875 |0.8272| 3.7895 (0.182000.9973| 0.4087 [176.2481(0.2345|5.0420
40| Initial [0.8679 0.5344 | 15.4698 |0.8058| 2.1710 [0.236000.9899, 0.4127 [130.3293/0.1845|3.9250
50| Initial [0.9576| 0.5419 | 12.7623 |0.8327] 1.9333 (0.232000.9854| 0.4020 [148.4132(0.0945|4.6290
22 HlNMO 0.9728| -1.0185 | -0,0954 [0.9644| 0.1022 [1.25500.9641| 0.3525 | 9.5353 |0.7945|3.1000
3
30 HlNMO 0.9688| -0.1399 | -0.2946 (0.9701|28.9194[2.62280.3015/ 0.2937 | 3.2066 |0.9727|4.3925
3
40 HlNMO 0.9810| -0.3438 | -0.3443 (0.9677| 9.7227 [1.69420.7065| 0.2134 | 2.7445 |0.9672|5.0415
3
50 HlNMO 0.9827| -0.4389 | -0.2106 [0.9588| 9.4387 [1.64540.7735 0.1910 | 2.7281 [0.9860 |4.6223
3
Fixed [Carbon] =4 g/1, pH3.2
Merck
22|Initial 0.9915 0.1159 | 84.5720 |0.9752 1.1620 [0.06150.9670] 0.0689 |10.4093|0.0667|3.1676
22 Hlli\I/([) 0.9661| 1.0690 0.3985 0.9868 3.1705 [0.8362(0.9746| 0.4179 | 2.3340 |0.9701 |5. 2972
3
Norit
22|Initial 0.9716| 0.2756 | 28.0537 (0.9792 3.2751 |0.3748/0.9786| 0.1157 | 9.5029 |0.1740|3.2031
22 HlNMO 0.9851f 0.5617 | 0.8277 [0.9891| 0.2496 [1.5384{0.9817| 0.1720 | 8.0431 |0.9758|4.7848
3

Table 4. Parameters of the Cr(III) adsorption on studied activated carbons at different

temperatures

The Langmuir model was applicable (R2 ca. 0.96) for the parent Norit carbon, which has low
apparent surface area and poor surface oxygen functionality (Tabl. 1, 3), thus indicating strong
specific interaction between the surface and the adsorbate and confirmed the monolayer
formation on the carbon surface. The lower values of the correlation coefficients (R? ca. 0.76)
for the parent Merck carbon indicated less strong fitting of the experimental data, most
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probably due to less developed porous structure of this carbon. Large values of the Langmuir
constant (K;) of ca. 75-140 (which are relative to the adsorption energy) implied a strong
bonding on a finite number of binding sites. Langmuir constants (Table 4) slightly increased
with temperature increase indicating an endothermic process of the Cr (III) adsorption on
studied activated carbons. This observation could be attributed to the increasing an interaction
between adsorbent and adsorbate at higher temperatures for the endothermic reactions
(Kapoor & Viraraghavan, 1997). There were unfavourable data correlations (the negative
values of gux and Kr) for the Langmure model application (Tabl. 4). It can be seen that the
Langmuir model did not fit the adsorption run for the Norit oxidized sample, while it fitted it
for the Merck oxidized carbon. Although the Langmuir isotherm model does not correspond
to the ion-exchange phenomena, in the present study it was used for oxidized forms of carbon
to evaluate their sorption capacity (max). According to the obtained results the oxidized Merck
carbon possessed the highest adsorbate uptake (c.f. gyuux data, Tabl. 4).

A more general BET (Brunauer, Emmett and Teller) multi-layer model was also used to
establish an appropriate correlation of the equilibrium data for the studied carbons. The
model assumes the application of the Langmuir isotherm to each layer and no
transmigration between layers. It also assumes equal adsorption energy for each layer
except the first. It was shown, that in all cases, when Langmuir model failed, the BET model
fitted the adsorption runs with better correlations, and an opposite, when Langmure model
better correlated the equilibrium data, BET model was less applicable (c.f. the related
parameters for the fitting of Langmuir and BET equations for parent Merck and oxidized
Norit, Tabl. 4). Still, in some cases, BET isotherm could not fit the experimental data well (as
pointed by the low correlation values) or not even suitable for the adsorption equilibrium
expression (for instance, negative values of Kper Tabl. 4). From the obtained data, three
limiting cases are distinguished: (i) when C, << Cii and Kper >> 1, BET isotherm
approaches Langmuir isotherm (K = Kper/ Cinit), it was the case of the parent Norit carbon;
and (i) when the constant Kzer >> 1, the heat of adsorption of the very first monolayer is
large compared to the condensation enthalpy and adsorption into the second layer only
occurs once the first layer is completely filled, these were the cases of the Cr (III) adsorption
by oxidized Merck and Norit carbons; (iii) when Kggr is small, which was the case of the
parent Merck carbon, then a multilayer adsorption already occurs while the first layer is still
incomplete. In the last case that is most probably connected to the less developed porous
structure of the parent Merck.

Based on the obtained results (Tabl. 4), the Freundlich model appeared to be the most
“universal” to describe the equilibrium conditions in all studied adsorption systems over
the entire range of temperatures. The linear relationships (R2~0.95-0.99) were observed
among the plotted parameters at different temperatures for oxidized samples indicating the
applicability of the Freundlich equation. The Cr (IIl) isotherms showed Freundlich
characteristics with a slope of ~1 in a log-log representation for the oxidized Merck and
Norit activated carbons. These values were in the range of ~0.2 for the parent Merck and
Norit carbons; and 1/n was found to be more than 2.6 in the case of oxidized Norit carbon.
Larger value of n (smaller value of 1/#n) implies stronger interaction between adsorbent and
adsorbate [39]. It is known that the values of 0.1<(1/#)<1.0 shows that adsorption of Cr (III)
is favorable (Mckay et al, 1982) and the magnitude of (1/n) of to 1 indicates linear
adsorption leading to identical adsorption energies for all (Weber & Morris, 1963).
Freundlich constants (Kf) related to adsorption capacity. In average, these values were in a
range of (2-9) and decreased by rising the temperature for all studied carbons.
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While Langmuir and BET isotherms indicate the homogeneity of the adsorbent surface and
uniform energies of the adsorption, the Freundlich type isotherm hints towards
transmigration of sorbate in the plane of the surface and its heterogeneity. Therefore, the
surface of studied activated carbons could be made up of small heterogeneous adsorption
patches which are very much similar to each other in respect of adsorption phenomenon.
Since here the Norit and Merck activated carbons were used as supplied and after post-
chemical oxidative treatment, Cr(Ill) uptake on initial carbons, i.e. those without surface
functionality, taken place mainly due to physisorption and increased with the increase in
temperature. For oxidized samples total adsorption increases with the temperature until
certain temperature, and further temperature rising led to the reversal adsorption capacity
when the total adsorption decreases with the temperature. The cross over appears at 40°C.
This can be explained by the fact that for carbon reached by surface functionality there is
more than one mechanism of chromium sorption: along with the normal physisorption the
chemisorption of chromium on the active sites takes place leading to increased adsorption
via surface exchange reactions, then with the rise in temperature, i.e. T > 40 °C, the ionic
exchange is no longer the main mechanism of sorption.

3.2 Adsorption thermodynamics

The adsorption process involves a solid phase (adsorbent) and a liquid phase containing a
dissolved species (adsorptive) to be adsorbed (adsorbate). The affinity of the adsorbent for
the adsorbate determines its distribution between the solid and liquid phases. When the
sorption equilibrium is established, the adsorbate immobilized in the solid sorbent is in
equilibrium with the residual concentration of adsorptive remaining in the liquid phase.
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Fig. 5. Plots of In [Cr IIlJuptake/ [Cr I]eq1) vs. [Cr I ]uptake for the Cr(III) adsorption on modified
by IM HNO; Merck activated carbon at () - 22; (O) - 30; (O) - 40 and (A) - 50 °C.
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The value for the apparent equilibrium constant (K;) of the adsorption process of the Cr (III)
in aqueous solution on studied activated carbons were calculated with respect to
temperature using the method of [Khan and Singh] by plotting In (ges/Ceq) vs. geq and
extrapolating to zero g.; (Fig. 5, 6) and presented in Table. 4. In general, K, values increased
with temperature in the following range of the studied activated carbons: Merck_initial <
Norit_initial < Norit_ treated by 1M HNO3; < Merck_treated by 1M HNO;3 (Tabl. 4.).
However, it should to be noted that in the case of the parent Norit and Merck activated
carbons, the experimental data did not serve well for the apparent equilibrium constants
calculation (as pointed by the low correlation values (R2) on Fig. 7).
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Fig. 6. Plots of In [Cr I]uptake/ [Cr I]eqr) Vs. [Cr I]yptake for the Cr(III) adsorption on
modified by 1M HNO; Norit activated carbon at (%) - 22; (O) - 30; () - 40 and (A) - 50 °C.

As-depicted irregular pattern of linearised forms of [In (geq/Ceqt) V. geq], (Fig. 7) are likely to
be caused by less developed porous structure of the parent materials and their poor surface
functionality, thus low adsorption and, consequently, by the pseudo-equilibrium conditions
in the systems with parent activated Norit and Merck carbons.

Thermodynamic parameters for the adsorption were calculated from the variations of the
thermodynamic equilibrium constant (Kj) by plotting of In K4 vs. 1/T. Then the slope and
intercept of the lines are used to determine the values of AH? and the equations (13) and (14)
were applied to calculate the standard free energy change AG® and entropy change AS° with
the temperature (Table 5).

Based on the results obtained using the thermodynamic equilibrium constant (K;) some
tentative conclusions can be given. The free energy of the process at all temperatures was
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negative and decreased with the rise in temperature (Fig. 9 (I) and 10 (II)), which indicates
that the process is spontaneous in nature is more favourable at higher temperatures. The
entropy change (ASY%) values were positive, that indicates a high randomness at the
solid/liquid phase with some structural changes in the adsorbate and the adsorbent (Saha,
2011). This could be possible because the mobility of adsorbate ions/molecules in the
solution increase with increase in temperature and that the affinity of adsorbate on the
adsorbent is higher at high temperatures (Saha, 2011). The positive values of AH? indicate
the endothermic nature of the adsorption process, which fact was evidenced by the increase
in the adsorption capacity with temperature (Tabl. 5). The magnitude of AH® may also give
an idea about the type of sorption. As far as physical adsorption is usually exothermic
process and the heat evolved is of 2.1-20.9 k] mol! (Saha 2011); while the heats of
chemisorption is in a range of 80-200 k] mol! (Saha 2011), and the enthalpy changes for ion-
exchange reactions are usually smaller than 8.4 kJ/mol (Nakajima & Sakaguchi, 1993), it is
appears that sorption of Cr(Ill) on studied activated carbons is rather complex reaction. It
has to be pointed out, that owing to different operating mechanisms for the Cr (III)
adsorption on studied samples, given the K; values are not vary linear with the temperature
(see Fig. 8 (IV) and the regression coefficients in Tabl. 5) and hence applying of the van't
Hoff type equation for the computation of the thermodynamic parameters for the
adsorption on the studied carbons is not fully correct, especially in a case of parent carbons
(see Fig. 9 (IV) and 10 (IV)).
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Fig. 7. Plots of In [Cr II]uptake/ [Cr I]eqr) vs. [Cr II]uptake for the Cr(III) adsorption by parent
Merck activated carbon at (k) - 22; (O) - 30; (O) - 40 and (A) - 50 °C.

On the other hand, Langmuir, Freundlich and BET constants showed similar variation with
temperature (Fig. 8 (I), (II) and (IlI)), and hence were also used to calculate the
thermodynamic parameters (compare the R2 for different calculations, Table 5).
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Table 5. Thermodynamic parameters of the Cr III adsorption on studied activated carbons at

different temperatures
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According to the calculation using (Kt), (Kr) and (Kpgr) constants (Tabl. 6), the free energy of
the processes at all temperatures was negative and increased with the temperature rise (Fig.
9 (I), (I), (1) and Fig. 10 (I), (II), (III)), which indicates spontaneous in nature adsorption
processes. While, an increase in the negative value of AGY with temperature indicates that
the adsorption process is more favorable at low temperatures indicating the typical
tendency for physical adsorption mechanism.

The overall process on oxidized carbons seems to be endothermic; whereas that on initial
Norit and Merck activated carbons is more evident being exothermic, the negative values of
AHO in the last case indicate that the product is energetically stable (Tabl. 6). Had the
physisorption been the only adsorption process, the enthalpy of the system should have
been exothermic. The result suggests that Cr (III) sorption on initial activated carbons is
either physical adsorption nor simple ion-exchange reactions, whereas it on oxidized
carbons is much more complicated process. Probably, the transport of metal ions through
the particle solution interface into the porous carbon texture followed by the adsorption on
the available surface sites are both responsible for the Cr (II) uptake.

The negative A4S0 value shows a greater order of reaction during the adsorption on initial
activated carbons that could be due to fixation of Cr (III) to the adsorption sites resulting in
a decrease in the degree of freedom of the systems. In some cases of oxidized Merck carbon
the entropy at all the temperatures positive and is slightly decreases with the temperature
with an exception for 40°C. It means that with the temperature the ion-exchange and the
replacement reactions have taken place resulted in creation of the steric hindrances
(Helfferich, 1962) which is reflected in the increased values for entropy of the system, but at
50°C, these processes are completed and the system has returned to a stable form. Thus it
can be concluded that physisorption occurs at a room temperature, ion-exchange and the
replacement reactions start with the rise in the temperature and they became less important
at T > 40°C.

Based on adsorption in-behind physical meaning, some general conclusions can be drawn.
When the activated carbon is rich by surface oxygen functionality and has well developed
porous structure, including mesopores, the evaluation of the thermodynamic parameters
can be well presented by all of (Ki) (K1), (Kr) and (Kper) constants. When similar, but more
microporous carbon is used, the thermodynamic parameters is better to present by (Kai), (Kr)
and (Kper) constants. However, when the carbon has less developed structure and surface
functionality, thermodynamic parameters is better to evaluate based on (Ki) and (KF)
constants. As a robust equation, Freundlich isotherm fits nearly all experimental adsorption
data, and is especially excellent for highly heterogeneous carbons. Therefore (Kr) constants
can be used for the comparison of the calculated thermodynamic parameters for different
activated carbons. However, predictive conclusions can be hardly drawn from systems
operating at different conditions and proper analysis will require relevant model as one of
the vital basis.

3.3 Isosteric heat of the adsorption

The equilibrium concentration [Cr IlI]eq of the adsorptive in the solution at a constant [Cr
II]uptake Was obtained from the adsorption data at different temperatures (Fig. 1 - 4). Then
isosteric heat of the adsorption (AH,) a was obtained from the slope of the plots of In[Cr
MI]eq versus 1/T (Fig. 11, 12) and was plotted against the adsorbate concentration at the
adsorbent surface [Cr IlI]eq, as shown in Fig. 13.
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constants (Kq) vs temperature for the adsorption of Cr(Ill) on parent Norit (W) and Merck
(O) and modified by 1M HNOj3 Norit (A) and Merck (A) activated carbons.
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The plots revealed that (AH,) is dependent on the loading of the sorbate, indicating that the
adsorption sites are energetically heterogeneous towards Cr III adsorption. For oxidized by
1M HNO; Norit and 1M HNO3; Merck activated carbons (Fig. 13), the isosteric heat of
adsorption steadily increased with an increase in the surface coverage, suggesting the
occurrence of positive lateral interactions between adsorbate molecules on the carbon
surface (Do 1998). In contrary, for the parent Norit and Merck activated carbons (Fig. 13),
the (AH,) is very high at low coverage and decreases sharply with an increase in [Cr IIl]yptake.
It has been suggested that the high (AH,) values at low surface coverage are due to the
existence of highly active sites on the carbon surface. The adsorbent-adsorbate interaction
takes place initially at lower surface coverage resulting in high heats of adsorption. Then,
increasing in the surface coverage gives rise to lower heats of the adsorption (Christmann,
2010). The magnitude of the (AH,) values ranged in 10-140 kJ mol! revealed that the
adsorption mechanism for the studied activated carbons is complex and can be attributed to
the combined chemical-physical adsorption processes.
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Fig. 13. Plot of isosteric heating (AH,) as a function of the amount adsorbed of the parent
Norit (W) and Merck () activated carbons and their oxidized bylM HNO; Norit (A) and
1M HNO; Merck(A) forms.
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3.4 General remarks

It should be stressed, however, that the interpretation of the results presented here is
tentative. According to our previous investigation on the equilibrium for the studied
systems at different pHs and at a room temperature there are both slow and fast Cr(III)
uptakes by Norit and Merck carbons (Lyubchyk, 2005). The actual time to reach
equilibrium is strongly depended on the initial and equilibrium pH of the solution, as
well as on the surface functionality and material texture, and was varied between 0.5 and
3 months for different carbons at different pHs. The process did not appear to achieve
equilibrium over the time interval used for the batch experiment of ca. 0.5-1 month,
especially for the carbons reached by surface functionality (i.e. those modified by nitric
acid), as well as for the all systems at moderated acidic pH values, i.e. pH 2 and 3.2. Thus,
for the Norit and Merck carbons treated by 1 M HNOj3 the chromium removal increased
from 40-50 % to 55-65 % as the contact time is increased from 0.5 to 3 months at pH 3.2.
At pH 3.2 the carbon’s surface might have different affinities to the different species of
chromium existing in the solution. Under real equilibrium conditions our results showed
that studied Merck activated carbons adsorb Cr (III) from the aqueous solution more
effective then corresponded Norit samples. It is related to the microporous texture of
Norit carbons that could be inaccessible for large enough Cr (IIl) cations (due to their
surrounded layers of adsorbed water).

This finding points out that the chosen current conditions for batch experiment at different
temperatures could be out of the equilibrium conditions for the studied systems. Therefore
current analysis of the thermodynamic parameters should be corrected taking into account
the behaviors of the systems in complete equilibrium state.

4. Conclusion

The adsorption isotherms are crucial to optimize the adsorbents usage; therefore,
establishment of the most appropriate correlation of an equilibrium data is essential.
Experimental data on adsorption process from liquid phase on activated carbon are usually
fitted to several isotherms, were Langmuir and Freundlich models are the most reported in
literature. To determine which model to use to describe the adsorption isotherms the
experimental data were analyzed using linearised forms of three, the widespread-used,
Langmuir, Freundlich and BET models for varied activated carbons.

As a robust equation, Freundlich isotherm fitted nearly all experimental adsorption data,
and was especially excellent for highly heterogeneous adsorbents, like post-treated by
HNOj3; Merck and Norit activated carbons. It was shown, that in all cases, when Langmuir
model fall-shorted to represent the equilibrium data, the BET model fitted the adsorption
runs with better correlations, and an opposite, when Langmure model better correlated the
equilibrium data, BET model was less applicable. In some cases, chosen models were not
able to fit the experimental data well or were not even suitable for the equilibrium data
expression. As-depicted irregular pattern of experimental data and applied linearised
models are likely to be caused by the complex nature of the studied activated carbons.
Different adsorption behavior is related to the varied porous structure, nature and amount
of surface functional groups, as well as to the different operating mechanism of the Cr (III)
with temperatures rising.
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The thermodynamics parameters were evaluated using both the thermodynamic
equilibrium constants and the Langmuir, Freundlich and BET constants. The obtained
data were compared, when it was possible. Based on adsorption in-behind physical
meaning general conclusions were drawn. However, it should be stressed, that the
interpretation of the results presented here is tentative. The principal drawback of
adsorption studies in a liquid phase is associated with the relatively low precision of the
measurements and the long equilibration time that is requires. These factors imply that an
extensive experimental effort is needed to obtain reliable adsorption data in sufficient
quantity to allow evaluated the process thermodynamics. Therefore, the adsorption
experiments are carried out either under pseudo-equilibrium condition when the actual
time is chosen to accomplish the rapid adsorption step or under equilibrium condition
when the contact time is chosen rather arbitrary to ensure that the saturation level of the
carbon is reached. While, the adsorption models are all valid only and, therefore,
applicable only to completed equilibration.
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1. Introduction

Nanometer-sized particles, or nanoparticles, are smaller than conventional solid-state
materials and possess great potential for new, useful properties due to peculiar quantum
effects (Roco, M. C., 1998). Highly functional devices synthesized from nanoparticles have
been studied for use in various fields, such as semiconductors (Ligiang, J., 2003; Lu, M.,
2006), photocatalysis (Ligiang, J., 2004), secondary batteries (Ito, S., 2005; Kim, K., 2009,
2010), superconductors (Strickland, N. M., 2008), and bonding substances (Ide, E., 2005). In
the present chapter, we discuss the thermodynamics related to nanoparticle formation.
Cooling processes of expanding vapor evaporated from a solid surface, such as gas
evaporation, arc discharge, sputtering, pulsed microplasma and pulsed laser ablation
(PLA), have been applied as a method of nanoparticle formation in the gaseous phase
(Wegner, K., 2006). The PLA method, under reduced atmospheric pressure, has been
found to be especially promising since it provides the following capabilities (Chrisey, D.
B., 1994): (i) ablation of target material regardless of melting point due to the high
intensity and focused laser beam pulse, (ii) flexibility in choice of atmospheric gaseous
species and pressure, (iii) ease of production of the non-equilibrium state of the high-
pressure field due to the formation of shock waves, (iv) ability to obtain many different
structured materials, from thin films to micrometer-sized particles, by controlling vapor
association and condensation, and (v) ease of synthesis of nano-compounds of non-
stoichiometric composition by preparing target materials with desired compositional
ratios. The PLA method has been widely used for nanoparticle formation because the
formed nanoparticles have diameters smaller than 10 nm with low size dispersion and can
be formed as basic materials for highly functional devices via effective utilization of these
capabilities (Li, S., 1998; Li, Q., 1999; Patrone, L., 1999, 2000; Wu, H. P., 2000; Suzuki, N.,
2001; Inada, M., 2003; Seto, T., 2006).

To understand the process of nanoparticle formation by the PLA method, two perspectives
are necessary: (i) the thermodynamics of the microscopic processes associated with the
nucleation and growth of nanoparticles, and (ii) the thermodynamics of the macroscopic
processes associated with the laser irradiated surface of the target supplying the raw
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gaseous materials, combined with the surrounding atmosphere, to provide adequate
conditions for nucleation and subsequent growth.

Due to its importance in both academia and industry, the chemical thermodynamics of
nanoparticle formation in the gaseous phase have been studied extensively (Finney, E. E.,
2008). Two processes are important in these studies: (i) homogeneous nucleation, whereby
vapors generated in the PLA process reach super-saturation and undergo rapid phase
change, and (ii) growth, during which the nanoparticles continue to grow by capturing
surrounding atoms and nuclei in the vapor. The size and generation rate of critical nuclei are
important factors for understanding the homogeneous nucleation process. To evaluate the
generation rate of critical nuclei, we need to know the partition function of each size of
nuclei. If an assembled mass of each size of nuclei can be regarded as a perfect gas, then the
partition functions can be calculated using statistical thermodynamic methods. However,
because it is generally difficult to directly calculate the nucleus partition function and
incorporate the calculated results into continuous fluid dynamics equations, what has been
used in practice is the so-called surface free energy model, in which the Gibbs free energy of
the nanoparticles is represented by the chemical potential and surface free energy of the
bulk materials. In contrast, a kinetic theory has been used for treating the mutual
interference following nucleation, such as nanoparticle condensation, evaporation,
aggregation, coalescence, and collapse, in the nanoparticle growth process.

Since statistical thermodynamics is a valid approach for understanding the mechanisms of
nanoparticle formation, microscopic studies have increased aggressively in recent years. In
the case of using a deposition process of nanoparticles for thin-film fabrication for industrial
use, however, it is necessary to optimize the process by regulating the whole flow field of
nanoparticle formation. In cases in which several vapors (plumes) generated during laser
ablation are identified as a continuous fluid, macroscopic studies are needed using, for
example, continuous fluid dynamics with a classical nucleation model.

Some studies have evaluated the thermodynamics and fluid dynamics that are involved in
nanoparticle formation by using tools such as numerical analysis with an evaporation
model, a blast wave model, and a plasma model. However, the shock waves generated in
the early stage of PLA result in extensive reflection and diffraction which increasingly
complicate clarification of the nanoparticle formation process. Up to now, no attempt to
introduce shock wave generation and reflection into the plume dynamics has been reported
in relation to nanoparticle formation. We note in particular that thermodynamic
confinement could occur at the points of interference between the shock wave and the
plume, and that nanoparticles with uniform thermodynamic state variables subsequently
could be formed in the confinement region, thus making such a system a new type of
nanoparticle generator.

In Section 2 of the present chapter, we review the thermodynamics and fluid dynamics of
nanoparticle formation during PLA. After providing analytical methods and models of 1D
flow calculation in Section 3, we present the calculation results for laser-irradiated material
surfaces, sudden evaporation from the surfaces, Knudsen layer formation, plume
progression, and shock wave generation, propagation, and reflection. Extensive 2D flow
calculation results (without nanoparticle formation) are presented in Section 4 to explore the
flow patterns inside the new type of nanoparticle generator. The experimental results for the
various nanoparticles formed by the generator are presented in Section 5. Finally,
conclusions are given in Section 6.
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2. Thermodynamics of nanoparticle formation

2.1 Nucleation and growth of nanoparticles

In nanoparticle formation, the following stages must be considered: (i) homogeneous
nucleation, where vapor atoms produced by laser ablation have been supersaturated, and
(ii) particle growth, where the critical nuclei are growing, capturing atoms on their surfaces,
and making the transition into large particles.

At the first stage of homogeneous nucleation, the nucleation rate and the size of critical
nuclei are important factors. The nucleation rate, I, is the number of nuclei that are created
per unit volume per unit time. To evaluate the nucleation rate, the number density of
nanoparticles at equilibrium is needed. In the present case, it is assumed that the
nanoparticles are grown only in the capture of a single molecule without causing other
nuclei to collapse. That is, when a nanoparticle consisting of i atoms is indicated by A;
(hereinafter, i-particle), the reaction process related to the nanoparticle formation is
expressed as follows:

A+ A oA,
Ay + A, o A,

)

If the molecular partition functions of the various sizes of nanoparticle are derived by
statistical mechanical procedure, the equilibrium constants for each equation are known. As
a result, the number density of the nanoparticles at equilibrium can be inferred assuming
ideal gas behavior. Namely, the equilibrium constant Kji,; between (i-1)-particle and i-
particle is

O D;_q,
Ki ;= o) eXp[kT ) 2

Here, Q; is the i-particle partition function, D;.1; is the dissociation energy of one atom for
the i-particle, k is the Boltzmann constant, and T is the temperature of the system. In general,
to explicitly calculate the Gibbs’ free energy change from the molecular partition function of
nanoparticles and to incorporate these into a continuous fluid dynamics equation are
extremely difficult. Therefore, the so-called surface free energy model, where Gibbs’ free
energy change is represented by the surface tension and chemical potential of bulk
materials, can be adopted. Furthermore, when assuming a steady reaction process for
nanoparticle formation, the critical nucleation rate, I, is represented as (Volmer, M., 1939)

n’cv. [3W. ( W. j
= ex
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where n is the number density of species in the vapor, c is the average relative speed
between nanoparticles and atomic vapor, v. is the volume per atom in the vapor, r is the
radius of the critical nuclei, W= is the energy of formation for critical nuclei, k is Boltzman
constant, and T is the temperature of the system. The exponential term appeared in the
above formula seems to be an essential factor for thermodynamic considerations in
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nucleation process. The supersaturation, S, which is implicitly included in the variable IV, is
a dominant factor which significantly affects nucleation rate, I.

Once the Gibbs’ free energy change, G, is known, the critical nucleus radius, r+ can be easily
obtained. For this, an assumption of capillary phenomena (capillarity assumption) is used as
a condition for mechanical equilibrium of the particles and the extreme value at dG=0 may
be considered. When the surface tension of the nanoparticle is depicted by o, the radius of
critical nucleus is

. _ 200, @
kTInS

Here, as in the case of nucleation rate, the degree of supersaturation, S, is what determines
the size of the critical nucleus.

Next, it was assumed for convenience that the nanoparticle growth first occurred after its
nucleus reached the critical nucleus size. In other words, the Gibbs" free energy of
nanoparticle formation begins to decrease after it reaches maximum value at the critical
nucleus size. At this time, the number of atomic vapor species condensing per unit area of
particle surface per unit time, f§, can be determined using the number density, N,, of the
species in the atomic vapor near the surface of a nanoparticle possessing radius, r, and
assuming the equilibrium Maxwell-Boltzman distribution,

peN, oL ®)

Here, ¢ is the condensation coefficient, which represents the ratio of the number of
condensing atoms to colliding atoms, and m is the mass of the vapor species. When the
vapor species are in equilibrium with the nanoparticles, the number density is represented
by Nieq and the number of atoms evaporating, a, from the nanoparticle surface per unit time
and area is given by

kT
a= SENr,eq % (6)

Therefore, the growth rate of the nanoparticle radius is

dr
= (p-a)o. ?)
In this equation, the variable a is the equilibrium value corresponding to the temperature of
the nanoparticle, while the kinetic parameters of the surrounding vapors, which affect
significantly the variable §, are dominant.

As mentioned above, when the two processes of nanoparticle nucleation and growth are
considered, each parameter governing the processes is different. That is, the degree of
supersaturation dominates as a non-equilibrium thermodynamic parameter for nucleation,
while the state variables related to the surrounding vapors are important as molecular
kinetic parameters for particle growth. Thus, separating the nucleation and growth
processes in time by using the difference, could hypothetically lead to the formation of
nanoparticles of uniform size.
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2.2 Thermal analysis and Knudsen layer analysis

In the view of gas dynamics, the PLA process can be classified into (i) evaporation of the target
material and (ii) hydrodynamic expansion of the ablated plume into the ambient gas. We
make the approximation herein of a pure thermal evaporation process and neglect the
interaction between the evaporated plume and the incident laser beam. For the fairly short
laser pulses (~10 ns) that are typical for PLA experiments, it is reasonable to consider the
above two processes as adjacent stages. The energy of the laser irradiation is spent heating,
melting, and evaporating the target material. The surface temperature of the target can be
computed using the heat flow equation (Houle, F. A., 1998). For very high laser fluences, the
surface temperature approaches the maximum rapidly during the initial few nanoseconds of
the pulse. The evaporation process becomes important when the surface temperature of target
approaches the melting point. With the laser fluence and pulse duration we considered,
thermally activated surface vaporization can reasonably be used to describe the evaporation
due to pulsed laser irradiation of the target. The saturated vapor pressure, py, in equilibrium at
the target surface can be calculated using the Clausius-Clapeyron equation from the surface
temperature, Ts. The flux of vapor atoms leaving the surface can be written as

J= Py ®)

\27kT,m

where 7 (*1) denotes the sticking coefficient of surface atoms and m is the atomic mass of
the vapor atom. The total number of ablated atoms is an integration of | over time and
surface area.

To obtain the initial condition for vapor expansion problem, we can perform a Knudsen
layer analysis to get the idealized states of the gas just leaving the Knudsen layer (Knight, C.
J., 1979). The local density, ng, mean velocity, uo, and temperature, To, of the vapor just
outside the Knudsen layer can be calculated from the jump conditions and may be deduced
very simply using

2

2
L 1+;{§j ~Jrd )
m _ |15 1 ~ 8 VAL e
1727 T ng-kzjeg erfe(g) \/;}+2 0[1 Jrget erfc(g)} (10)
Uy = Kk—n:,;o (11)

where 7 is the saturated vapor density at the target surface g is a function of Mach number
and « is the adiabatic index. The idealized states just beyond the Knudsen layer are
calculated by using the above equations (Han, M., 2002).

3. One dimensional flow problems

3.1 Fluid dynamics of laser ablated plume
Since the processes described above for nanoparticle formation arise in the high temperature
plume generated by laser ablation, it is important to know the thermodynamic state of the
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species in the plume. The one-dimensional unsteady Euler compressible fluid equation can
be obtained using the numerical scheme in order to solve the thermodynamic state of the
plume species, as well as to understand the nanoparticle nucleation and growth.
Discretization of the system equation was driven by a finite volume method in which a total
variation diminishing (TVD) scheme for capturing the shock wave was adopted as a
numerical viscosity term. In the present study, because the time evolution of the plume and
shock wave interference need to be considered, a three-order precision Runge-Kutta scheme
was used as the accurate time calculation.

The conservation equations of mass, momentum, and energy, which describe the behavior
of the laser plume in an ambient gas, are as follows (Shapiro, A. H., 1953),
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Here, x and t are distance and time, respectively, and the variables p, u, p and e are the
density, velocity, pressure, and the total energy per unit volume, respectively. The sub-
indices for the vapor, the ambient gas, and the gas mixture are expressed respectively as v, g
and m. Moreover, 1 is latent heat for the bulk material of the naonoparticle. In addition, the
dotted variables p and 7 represent the time derivative related to the density and the radius
of nanoparticle, respectively. Ci, C, C3, and Cy4 are transient intermediate variables; among
these, the last variable, Cy, also represents the nanoparticle density, pc.

3.2 Calculation model for 1D flow

Figure 1 shows a numerical calculation model of nanoparticle formation during laser
ablation. The one-dimensional computational domain, also called the confined space in the
present study, is surrounded by a solid wall on the left and a laser target on the right
(Takiya, T., 2007, 2010). The confined space is initially filled with ambient gas. The figure
represents the initial state of the flow field immediately after laser irradiation. The target
surface is melted by laser irradiation and then saturated vapor of high temperature and
pressure is present near the surface. Outside it, the Knudsen layer, the non-equilibrium
thermodynamic region where Maxwell-Boltzmann velocity distribution is not at
equilibrium, appears. Following the Knudsen layer is the initial plume expansion, which is
the equilibrium thermodynamic process. In this case, the high temperature and high
pressure vapor, which is assumed to be in thermodynamic equilibrium, is on the outer side
of the Knudsen layer and is given as the initial conditions for a shock tube problem. In the
calculation, the high temperature and high pressure vapor is suddenly expanded, and a
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plume is formed forward. With the expansion of the plume, the ambient gas that originally
filled the space is pushed away to the right and towards the solid wall.

melted surface &
saturated vapor

N

target material ~ expanded plume

Knudsen layer

DA\

\

ambient inert gas all

2\

solid
Fig. 1. Calculation model for 1D flow

3.3 Physical values and conditions

In this calculation, Si was selected as the target for laser ablation. Physical properties of Si
used in the calculations are shown in Table 1 (Weast, R. C., 1965; Touloukian, Y. S., 1967;
AIST Home Page, 2006).

As parameters in the simulation, the atmospheric gas pressure, Pam, and target-wall
distance, Lts, may be varied, but conditions of Pam = 100 Pa and Lts = 20 mm were most
commonly used in the present study. To examine the confinement effect on the nanoparticle
formation, however, parametric numerical experiments for Lts = 20, 40, 60, 80, and 200 mm
were also conducted.

Thermal conductivity at 300K | 156 [W/(m-K)]

Density

2330 [kg/m?]

Thermal capacity at 298K

712 [J/(kg - K)]

Melting enthalpy 1.804 [kJ/g]
Vaporization enthalpy at 1550K | 15.67 [kJ/g]
Melting point 1683 [K]
Boiling point 2628 [K]

Table 1. Physical values of Si

The parameters for laser irradiation of the target, the surface, and the vapor conditions are
shown in Table 2. Here, the Laser energy is the energy per single laser pulse, the Laser
fluence is the energy density of laser beam having a diameter of 1 mm, the Surface
temperature is the temperature of the target surface resulting from the thermal analysis, and
the Vapor temperature and Vapor density at the Knudsen layer are the conditions resulting
from the Knudsen layer analysis.
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Laser energy 20 mJ

Laser fluence 25 mJ / mm’
Surface temperature 6100 K
Temperature at Knudsen layer 4050 K
Vapor density at Knudsen layer 1.54 kg / m’

Table 2. Parameters for laser irradiation

3.4 Typical results for 1D flow

To substantially separate the nucleation and the growth of nanoparticles and facilitate the
formation of uniform-sized nanoparticles, the behavior of the shock wave incidentally
generated by laser ablation was investigated.

Nanoparticle evaporation is generally thought to be due to an increase in temperature
during the passage of shock waves. Therefore, comparatively weak shock waves, which
occur in soft laser ablation, were used to promote nanoparticle growth without the
evaporation. When soft laser ablation in the confined space was studied, the shock wave
and plume were generated, followed by the collision of the reflected shock wave into the
plume front. For verification of these processes, a simulation was also carried out with the
one-dimensional compressible fluid equations.

A typical flow profile in the calculation showing the change in densities of the Si vapor,
helium gas, and nanoparticles between the target surface and the solid wall are shown in
Figure 2. Figure 2(a) indicates these densities in the early stages following laser ablation.
In general, the silicon vapor atoms in the plume generated by laser ablation are in the
electronically excited state by the high energy of the laser. In the plume front, an emission
has been observed with de-excitation based on collisions between the vapor atoms and
helium gas. Pushing away helium gas by expansion, the plume gradually increases the
density in the front region by reaction. Because the ablation laser pulse is limited to a very
short time duration, the plume cannot continue to push away helium gas. The clustering
of atomic vapors can thus be promoted in the compressed region of plume due to an
increase in supersaturation. In front of the plume, it is clearly shown that a shock wave is
formed and propagated in helium gas. A transition is observed wherein the plume
propagation speed is greater than the speed of the shock wave (Figures 2(b) to 2(d)). On
the other hand, while the peak height of plume density progressively decreases, the
spatial density of the nanoparticles continues to increase. The shock wave crashes into the
right side wall and reflects to the left (Figures 2(e) and 2(f)). In addition, the peak position
of nanoparticle density is slightly shifted from the peak position of vapor density. The
shock wave is strengthened by reflection to the right side wall, followed by collision with
the plume (Figure 2(g)). Figure 2(h) shows the state just after the collision between the
reflected shock wave and the plume. The shock wave penetrates into the plume, enhanced
the plume density, and thus slightly pushes it back to the left (Figure 2(i)). When the
shock wave has completely passed through the plume, the spatial density of nanoparticles
effectively increases(Figure 2(j)).
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Fig. 2. Typical flow field calculated using the methods and conditions presented in Section
3.3.

3.5 Nucleation and growth

Using the same conditions as discussed in the previous section, more detail on the time
variation of the state variables is presented in this section.

Figure 3 (a) shows the time variation of the total mass of nanoparticles in the confined space.
The horizontal axis is the elapsed time from laser irradiation. This axis is logarithmic to
facilitate simultaneous description of the multiple phenomena occurring over several
different time scales. The mass of nanoparticles increases between 0.001 ps and 0.1 ps
(Figure 3(a)). After 0.1 ps, the mass becomes constant and begins to rise again at 10 ps. The
time of the second mass increase is consistent with the moment at which the reflected shock
wave collides with the plume. The time variation of the spatially averaged nucleation rate in
the confined space is shown in Figure 3(b). The nucleation rate reaches a maximum value at
0.01 ps. The integrated value of nucleation also increases rapidly in the early stages and then
becomes constant (Figure 3(c)), which means that the nucleation phenomenon is completed
very early on.

The variation of nanoparticle size, which corresponds to the spatially averaged number of
atoms constructing the nanoparticle, is shown in Figure 3(d). Since the nanoparticle size
starts to increase at 10 ps, when the reflected shock wave arrives at the plume front, it
substantially determines the final nanoparticle size, which indicates that the growth of the
nanoparticles is facilitated by the effect of the reflected shock wave. Because the nucleation
is completed at a very early stage, as already shown, the calculated results also show that
nanoparticle growth can be clearly separated from the nucleation process.
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Fig. 3. Time variation of nucleation and growth of nanoparticles

3.6 Influence of confinement

The change in nanoparticle size over time was also examined; nanoparticle size increased
when the shock wave hit the plume front. Before examining this process further, however,
the typical nanoparticle size, as well as the locations of the plume front and the shock wave,
must be clearly defined.

There is a definite relationship between the size and spatial density of nanoparticles. The
nanoparticle size generally has a distribution, which is especially large in the region of the
plume front. The width of the nanoparticle density distribution is smaller than the spread in
nanoparticle size and has a sharper distribution profile. The peak positions of the two
distributions are almost identical. This means that the maximum nanoparticle size is placed
at the location where the nanoparticle density is also at a maximum. Therefore, the typical
nanoparticle size in the space can be regarded as the maximum nanoparticle size.

The location of the shock wave propagating through the ambient gas is defined as the
maximum value of the derivative for the change in gas density. On the other hand, the
plume front is defined as the compression region in the atomic vapor, which comes into
contact with the atmospheric gas and high-density area.
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The time variation of the nanoparticle size and the positions of the shock wave and the
plume, which were defined above, are shown in Figure 4. The left vertical axis is the
nanoparticle radius, the right vertical axis is the position in the calculation region, and the
horizontal axis is the elapsed time from laser irradiation. The dashed line, thick solid line,
and the shaded area represent the nanoparticle size, the position of the shock wave, and the
plume front, respectively. The shock waves are propagated backward and forward in the
space by reflecting on the target surface and the opposed wall. The width of the shaded
area, which represents the plume front, gradually broadens. In addition, the first, Tci, and
second, Tc;, times when the shock wave interferes with the plume front are shown. This
interference can be seen as opportunities to enhance the growth rate of nanoparticles. The
slope of the dashed line in Figure 4 represents the nanoparticle growth rate, which changes
from 17.5 to 52.0 pm/s at Tcy, and from 16.0 to 34.2 pm/s at Tc,. Referring back to Eq. (7),
the growth rate of the nanoparticles was determined by a kinetic balance between the
condensation rate of nanoparticles, which is based on a macroscopic collision cross-section
of the ambient vapors, and the evaporation rate of nanoparticles corresponding to the
nanoparticle temperature. Therefore, the fact that the nanoparticle growth rate increases
when the shock wave and plume collide means that the shock wave effectively increases the
macroscopic collision cross-section.
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Fig. 4. Increase of nanoparticle radius from interference between shock wave and plume

To investigate the effect of the distance between the target surface and the solid wall on the
rate of nanoparticle growth enhanced by the shock wave passage, the numerical simulation
was performed under the following conditions: Lts = 20, 40, 60, 80, and 200 mm. The
calculated results for the increase of nanoparticle radius are indicated in Figure 5 against the
elapsed time from laser irradiation. Nanoparticle growth was promoted by the passage of
the shock wave under all of these conditions. The nanoparticle radius, r, increased with time
and eventually reaches a constant value. A balance between the evaporation rate and
condensation rate is reached at the maximum radius, and the growth rate of nanoparticles
asymptotically approaches zero. When the radius of the nanoparticle is compared among
the various distances between the target surface and the solid wall, the shorter Lts resulted
in a larger value of r. Therefore, larger nanoparticles can be obtained with smaller distances
because there are more opportunities for the shock waves to pass through the plume front
before the condensation rate balances the evaporation rate.
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Fig. 5. Influence of distance between target and wall on nanoparticle growth. The circles
indicate the arrival time of the shock wave.

4. Two dimensional flow problem

4.1 Calculation model for 2D flow

On the basis of the results described in the previous section, we have proposed a new
method for the direct generation of monodisperse nanoparticles. This method makes use of
interaction phenomena between the plume and shock wave arising in an ellipsoidal cell
following laser ablation in ambient gas. The method is based on the hypothesis that
monodisperse nanoparticles are instantaneously formed inside a narrow region constructed
from a diffusion mixture of vapor and ambient gas during the interaction between a plume
and shock wave. Such a region forms at one focal point of the ellipsoidal cell, while the
plume is ejected from the other focal point with laser irradiation being accompanied by
shock waves. Here, the ellipsoidal cell is used as an experimental device based on this
principle to obtain uniformly sized nanoparticles, which does not require an additional size
classifier like a differential mobility analyzer (Camata, R. P., 1996), and therefore is expected
to show high efficiency (Iwata, Y., 2002).

The basic idea of the proposed device, illustrated in Figure 6, is as follows: the target
material is exposed to a high-power pulsed laser; the ablated vapor suddenly expands due
to high temperature; the expansion results in a propagating shock wave (Figure 6(a)); the
vapor is fed by the ablation process for a period of the exposure of the pulse laser; the plume
propagates toward the cell exit (Figure 6(b)); the ablation stops after a short duration, while
the shock wave and the plume continue to propagate and start to interact (Figures 6(b) and
6(c)); and after the complex interaction between them, the monodispersed nanoparticles are
produced and extracted through the cell exit (Figure 6(d)). During the interaction, it is
important for the nanoparticles to grow to a certain size.

To investigate the effect of this new model, 2D calculations were performed. For the
governing equations, we have chosen the axisymmetric, two-dimensional, compressible
Navier-Stokes equations, because the experiments showed that the laser-ablated plume
travels straight toward the cell exit with no distortion. The equations are solved by a finite



Thermodynamics of Nanoparticle Formation in Laser Ablation 135

volume method using the MUSCL-type total variation diminishing (TVD) scheme with a
curvilinear generalized coordinate (Yaga, M., 2005, 2008; Fukuoka, F., 2008)

Shock waveé

Ablated plume

¢
Y

(a) Expansion process (b) Interaction process
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(¢) Focusing process (d) Extraction process

Fig. 6. Behavior of plume and shock wave in an ellipsoidal cell.

4.2 Boundary and initial conditions
The contours of the wall are calculated by the following equation:
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where, a and b are constants with a relation of a = b(l +5 ) / 2.

For the boundary conditions, non-slip conditions are applied to the cell wall, except for the
position of the plume ejection. Outgoing flow conditions are applied to the boundaries
outside the cell. The position of the plume ejection is set at one of the focal points of the
ellipsoidal cell. The sudden ejection generates a traveling shock wave which is converges at
the other focal point. The cell exit, through which the flow passes during the propagations
of the shock and pressure waves, connects the inside and outside of the cell. During the
focusing process of the propagating shock wave, the interaction between the converging
shock wave and plume plays an important role in the growing nanoparticle size. An ejected
jet of gas is shut off after a certain period so that the calculation can be used for a basic
reference for PLA techniques. Then, the ejected gas is considered to be a plume traveling
toward the exit of the cell on the right side wall. It is clear that many parameters are
involved in this process. We have chosen the three main parameters to be the Mach number,
jet duration, and diameter of the exit hole, because, in related experiments, the controllable
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parameters are the laser power, duration of the laser pulse, and diameter of the cell exit
hole. We therefore assume that the experimental parameters related to the laser power and
pulse correspond to the jet Mach number and jet duration, respectively. Hence, we have
selected the above three parameters to be tested, fixing all the other parameters. The states
of the gas inside and outside of the cell are initially at rest, that is, the ambient properties
such as the pressure, density, temperature are uniform over the whole calculation region.

(c) Step 2600  t*= 0.903E+02 (f) Step 7900 t*= 0.276E+03

Fig. 7. Time variations of density contours in the ellipsoidal cell.

4.3 Shock wave behavior and interaction with plume

Figures 7(a) to (f) show the calculated density fields using certain parameters. As illustrated
in the previous section, a shock wave was generated by the sudden expansion of the ejected
plume in the ellipsoidal cell. Together with the plume jet, the shock wave propagated
towards the right wall of the cell. The plume has decelerated while the shock wave
continues to move towards the exit hole (Figure 7(a)). The distance between the plume front
and the shock wave increased. The propagating shock wave was reflected from the upper
wall of the cell and changed direction toward the focal point. The propagating shock wave
arrived at the exit hole and was reflected from the cell wall (Figure 7(b)). The shock wave
behind the plume started to interact with the plume front. Figure 7(c) shows the moment
when the shock wave was focused at the focal point of the cell and, at the same time, the
plume front was located at almost the same point. The plume seems to be blocked by the
converging shock wave. Namely, it was recognized that a confinement of the plume was
occurred at the time. The transmitted shock wave through the exit hole is so weak that the
density contour fields outside of the cell cannot be seen. After the shock wave has
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converged at the focal point, it began to spread out again. Most of the spreading shock
wave, except for the left traveling shock wave, impinged on the wall again (Figure 7(d)). The
shock wave around the exit hole causes weak compression waves to be transmitted into the
cell through the hole. After the spreading shock wave was reflected from the wall again
(Figure 7(e)), it started to converge at the focal point, where the plume is already present.
Then, the shock wave, having been through two reflections, is strong enough to deform the
plume and flatten the vortices. The deformed plume front still has enough momentum to
transmit through the exit hole (Figure 7(f)). However, part of the plume is left in the cell due
to the small diameter of the exit hole. Figure 7(f) suggests that the exit diameter is an
important factor in evaluating how much of the plume can get through the exit hole. By
choosing the suitable size of exit hole, we can efficiently extract the plume, which once
converged at the focal point of the ellipsoidal cell. If these suitable conditions are applied to
the actual laser ablation process in the ellipsoidal cell, the laser ablated plume can be
confined by a converging shock wave followed by a generation of monodispersed
nanoparticles.

5. Experimental results

5.1 Experimental equipment

The main part of the experimental setup, shown in Figure 8, is composed of the generation
and deposition chamber. The laser beam is introduced into the generation chamber. The
laser plume is confined by the ellipsoidal cell and uniform-sized nanoparticles are
generated. An ambient gas is supplied into the ellipsoidal cell and the cell is filled with the
gas. The deposition chamber is connected to the generation chamber through a skimmer,
where the nanoparticles are extracted by the ambient gas flow. A substrate is placed in a
vertical position for the deposition of the nanoparticles.

Laser Beam

Deposition Ghamber

| Generation Chamber
Substrate

E—]

Evacuation Port

Fig. 8. Schematic diagram of the apparatus for the nanoparticle formation using Pulsed
Laser Ablation

When the high-power pulsed laser is directed onto a solid sample in the ellipsoidal cell filled
with the ambient gas, the plume is ejected perpendicular to the sample surface. At that time,
a shock wave is also generated, driven by the plume expansion, and then propagates in the
ambient gas. By placing the sample surface on the focal point of the ellipsoidal cell, the
shock wave is reflected on the inner wall of the cell and focused onto the other focal point.
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The plume then collides with the ambient gas, which is considerably denser because of the
shock wave focusing in the vicinity of this focal point. A mixture region, where the
thermodynamic states are uniform, is formed in the boundary between the ambient gas of
high density and the plume front and where the mono-disperse nanoparticles are formed.

5.2 Typical examples

Experiments were carried out with an ellipsoidal cell having an exit hole diameter of 2
mm, a long axis of 30 mm, and a short axis of 19 mm. An Nd:YAG laser with second
harmonic generator (A = 532 nm) was used, and the sample was oxygen-free copper.
Helium was chosen as the ambient gas, and the cell pressures were 100, 500, and 1000 Pa.
The energy of the laser pulse was 256 m]J, with a pulse duration of 8 ns. The laser
irradiated area was measured to be 3.88 mm? from observation of a laser trace on the
sample surface.

An image of the copper nanoparticles after 30 laser pulses obtained with transmission
electron microscopy (TEM) is shown in Figure 9. Although some grain growth due to
aggregation of nanoparticles after generation is recognized in the case of gas pressure 1000
Pa, monodisperse nanoparticles less than 10 nm are easily obtainable by properly
controlling the ambient gas pressure.

Nanoparticle size distributions analyzed using TEM with a 0.5 pm square field of vision are
shown in Figure 10. Using gas pressures of 100 and 500 Pa, nanoparticles with average
diameters below 10 nm were obtained. In both cases, the particle size distribution can be
approximated using a lognormal distribution function. The geometric standard deviation,
o, ranges from 1.09 to 1.12. Furthermore, it was confirmed in other experiments that the
standard deviation can be further reduced by reducing the diameter of the exit hole of the
ellipsoidal cell.

2000 P 0
Fig. 9. TEM images of Cu nanoparticles formed under (a)100, (b)500 and (c)1000 Pa of
helium gas pressure.

An electron diffraction pattern and corresponding TEM image of copper nanoparticles is
shown in Figure 11. By comparing the diffraction pattern of the copper nanoparticles with
that of only the carbon film on which the nanoparticles were collected, we confirmed that
the copper nanoparticles are as crystalline. Debye Scherrer rings are observed in the electron
diffraction pattern where most of Laue spots are very small, suggesting that the crystallized
nanoparticles are facing various directions with respect to the nanoparticle crystal axis.



Thermodynamics of Nanoparticle Formation in Laser Ablation 139

1.5 = P= 100 Pa, 1 =5.45 nm, 0=1.09
P I | I LI oD P=500 Pa, (£ =8.99 nm, 0=1.12
=) = - P=1000 Pa, =149 nm, 0=1.12
=1
2 1.0
<
o
=
NS
g 057

0.0 - —[— =

5 10 15 20

particle diameter [nm]

Fig. 10. Histograms showing the diameters and the logarithmic normal distributions of the
nanoparticles.
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Fig. 11. TEM images and corresponding the electron diffraction patterns of Cu
nanoparticles.

5.3 Confinement effects
As already stated, in order to produce monodispersed nanoparticles, it is important to
confine the plume within the converging shock waves. To confirm the importance of
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confining the plume at the focal point of the ellipsoidal cell, further nanoparticle formation
experiments were carried out.

Figure 12 is a schematic diagram of the apparatus with an ellipsoidal cell. The laser spot is
intentionally shifted by a distance, x, from the central axis of the ellipsoidal cell, while the
target surface is also intentionally inclined by an angle, 0, against a plane perpendicular to
the central axis. Figure 13 shows some of the results for nanoparticles produced as a result
of changing these parameters. The experimental results shown in Figure 13(a), which are
obtained under the conditions x = 0.0 mm and 6 = 0.0 °, represent monodispersed
nanoparticles. When the target surface has no inclination but the laser spot is shifted x = 2

Position of Laser Spot Laser Beam

Surface Inclination Angle 8
Focal Point of Ellipsoid

-— -— (Center Line

Ellipsoidal Cell

Target Flume Discahrging Direction

Fig. 12. Schematic of experiment demonstrating the importance of confinement

Fig. 13. Influence of shock wave confinement on deposited nanoparticles morphology in the
ellipsoidal cell (field of view:200x200nm)
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mm, as shown in Figure 13(b), some aggregation is observed. The result in Figure 13(c),
where x = 2.0 mm and 0= 2.5°, shows the appearance of fine nanoparticles, similar to the
normal case (Figure 13(a)). The mainly small and uniformly sized nanoparticles shown in
Figure 13(d) formed under conditions of x = 2.0 mm and 6 = 5.0°. In contrast, when x = 2
mm, 0 = 7.5°, secondary particles were generated by nanoparticle aggregation (Figure 13(e)).
Although the position of the laser spot is shifted and also the density of laser energy is
slightly changed (Figures 13(c) and 13(d)) relative to the normal case (Figure 13(a)), the sizes
of the resulting nanoparticles were found to be finely dispersed, similar to the normal case.
The confinement effect of the plume by the converging shock wave plays a role in these
cases, because the plume ejection is approximately directed to the focal point of the
ellipsoidal cell. The result of Figure 13(e) indicates that the residence time of nanoparticles in
the ellipsoidal cell increased due to circulation by a vortex flow resulting from the shifted
direction of the plume ejection relative to the focal point.

5.4 Low temperature sintering

As mentioned above, nanoparticle size was found to be monodispersed in the ellipsoidal cell
under appropriate conditions. We will now discuss a case in which the monodispersed
nanoparticles were sintered under low-temperature conditions. This low-temperature
sintering procedure could serve as a metal bonding technique.

» .
Ty, .*.1_--"'."'- g "‘:‘;._,' oA ¥ W1y
Wy WA LA \“‘F’ </ L b » 1'0 nm .
AR LN ety LY S - b .
& e 3 . ——

-
g My » ‘,""d’d; v vy
Wy R L F Fih

Fig. 14. Two gold nanoparticles forming a neck and binding to each other.

The bonding of metal is an important process for the construction of fine mechanical parts
and heat sinks. Conventional bonding methods such as diffusion bonding, melted alloy
bonding, hot isostatic pressing and silver brazing cause thermal stress at the interface
between two metals because of differences in thermal expansion between the bonded parts.
This thermal stress in turn causes warping of the bonded material. Therefore, low-
temperature metal bonding is desired to overcome these problems. Since the melting point
of metals decreases with decreasing particle size, metal nanoparticle paste has been used as
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a low-temperature bonding material. However, the bonding strength of nanoparticle paste
is relatively low. Since the sintering of monodispersed nanoparticles has been observed to
effectively bond metals, it is important to elucidate this sintering phenomenon in order to
optimize the strength of the metal bonding.
The TEM image in Figure 14 shows two gold nanoparticles bonding to each other. In
crystallized metallic nanoparticles, bonding between the nanoparticles starts to form even at
room temperature if the crystal orientations of the two particles are coincident at the
interfaces as shown.
Even if the crystal orientations do not match, it is possible for nanoparticles to bond to each
other by using a low-temperature sintering effect which lowers the melting point of the
material making up the nanoparticles. In the sintering phenomena of two particles at a
certain high temperature, melting, vaporization and diffusion locally occurring in the
particle surface result in a fusion at the narrowest neck portion of the contact area between
the two particles.
It is well known that the melting point of a substance decreases with decreasing the particle
size of materials. The decrement of the melting point, AT, for a nanoparticle of diameter d is
expressed as follows (Ragone, D. V, 1996):
_ 4Vs7/ l—sTm 1
AH,, d
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where, Vs is the volume per mole, AH,, is the melting enthalpy per mole, yi.s is the interface
tension between the liquid and solid phase, and AT, is the melting point for the bulk
material. If we assume that the material is copper, AT is about 160 K for a copper
nanoparticle having a diameter of 10 nm. We also assume that the interface tension, y1, is
half the value of bulk surface tension.

The decrease in the melting point results in a decrease in the sintering temperature and
strengthens the diffusion bonding at relatively low temperatures. In general, diffusion
bonding is enhanced by the sintering process, in which atomic transport occurs between the
small bumps on the material surface. By irradiating nanoparticles onto the surface of the
materials before bonding, the number of effective small bumps greatly increases.

In some experiments, the aggregation of the nanoparticles was found to be the smallest
when the helium background gas pressure was suitable for the dispersion conditions. AFM
images of nanoparticles formed under these conditions by the PLA method show that the
size of the nanoparticles ranges from 10 nm to several tens of nm. Annealing at
comparatively low temperature was performed on nanoparticles formed under these
conditions. Figure 15(a) shows an AFM image of nanoparticles before annealing, and and
Figures 15(b), 15(c), and 15(d) show them after annealing at 473 K, 573 K and 673 K,
respectively. As can be seen from the images, nanoparticle size increased with annealing
temperature.

According to sintering process theory, the final diameter of a nanoparticle, dj, is dependent
on the annealing temperature. Particle growth rate can be expressed using the surface area
of a nanoparticle by (Koch, W. 1990):

%m—%(u—af) (18)
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where ¢ is the time, 7 is the characteristic time of particle growth by sintering, a is the surface
area, and ar the value of the surface area at a final size. The particle growth rate is dependent
on 7, which is determined by two main types of the diffusion: lattice diffusion and the grain
boundary diffusion. The characteristic time of the lattice diffusion, 7;, is proportionate to the
third power of the particle diameter, d, and temperature, T, and it is inversely proportional
to the surface energy, y, and the diffusion constant, D. Therefore, 1; is expressed as (Greer, J.
R., 2007)

T €

3 3
kTd _ kTd ox [ € ) (19)
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where k is the Boltzman constant, Dy is the vibrational constant, and ¢ the activation energy
for diffusion. If T used in Eq.(18) is known, the final diameter, d;, can be estimated from the
correlation between the diameter and annealing time.

As shown in Eq. (19), the characteristic time 1; seems to increase proportionally with
temperature, but 7; actually decreases with increasing temperature due to the large
contribution of temperature in the exponential term of the equation. However, the
characteristic time 1, for grain boundary diffusion is always shorter than 7; under low-
temperature conditions. As a result, if 7, is used as the value of t in Eq.(18), the final particle
size df can be estimated by measuring the particle sizes at specified time intervals.

Since a large T value corresponds to an unfavorable degree of the sintering, it is necessary to
reduce the value of 7 in order to enhance the sintering process. It can be deduced from Eq.
(19) that it is effective to not only increase temperature but also to decrease the diameter of
the nanoparticles. From the viewpoint of low-temperature bonding, however, it is preferable
to keep the temperature as low as possible and to decrease the size of the nanoparticles
before annealing.

(a) before annealing (b) after annealing at 473 K (c) after annealing at 573 K (d) after annealing at 673 K

Fig. 15. Nanoparticle sintering at various temperatures (field of view:200x200nm).

6. Summary

In this chapter, several topics on the thermodynamics of nanoparticles formation under laser
ablation were explored.

Firstly, thermodynamics related to some general aspects of nanoparticle formation in the gas
phase and the principles behind of pulsed laser ablation (PLA) was explained. We divided
the problem into the following parts for simplicity: (i) nanoparticle nucleation and growth,
(ii) melting and evaporation by laser irradiation, and (iii) Knudsen layer formation. All these
considerations were then used to build a model of nanoparticle formation into fluid
dynamics equations.



144 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

Secondly, fluid dynamics concerning nanoparticle formation in a high speed flow was
developed. Interactions between the shock waves and plume, generation of nuclei, and
growth of nanoparticles could all be treated with a single calculation. We conducted one-
dimensional calculations with the equation, and found conditions wherein the timing of the
nucleation and growth processes could be separated based on interactions between the
shock wave and plume. The existence of certain conditions for nanoparticle formation in the
narrow region between the plume and the buffer gas were confirmed from the numerical
results. In addition, reflected shock waves substantially contribute to the growth of
nanoparticles by increasing particle radius, but do not contribute to the increase of
nanoparticle numbers by promoting nucleation.

A new model of nanoparticle generator, employing an ellipsoidal cell, was then formulated
based on the results of the one-dimensional calculations. To evaluate the performance of the
cell, axi-symmetric two-dimensional calculations were conducted using Navier-Stokes
equations without nanoparticle formation. The behavior of shock wave and plume became
clear with the use of density contour maps. The reflection and conversion of shock waves,
the interaction between shock wave and plume, and ejection of gas through the cell exit
were clearly illustrated.

The ellipsoidal cell was manufactured and PLA process was experimentally carried out in
the cell. Cu nanoparticles formed in the experiment were typically of uniform size, under 10
nm in diameter, and had a narrow size distribution, with a standard deviation around 1.1
for the lognormal distribution. The narrow distribution of nanoparticle size possibly
originated from the effect of ellipsoidal cell, because the fine, uniform nano-sized particles
could not be obtained unless the direction of plume ejection was coincident with the focal
point of the ellipsoidal cell. Such uniformly sized nanoparticles are important for practical
use as indicated by the following example.

Finally, the thermodynamics of nanoparticle sintering was explored, in particular the
transition of nanoparticle appearance with changes in temperature, as well as the possibility
of low temperature bonding. Since the melting point of nanoparticles sensitively depends on
size, it is important to prepare uniformly sized nanoparticles for bonding at low
temperatures.
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1. Introduction

The oceanic general circulation has been investigated mainly from a dynamic perspective.
Nevertheless, some important contributions to the field have been made also from a
thermodynamic viewpoint. This chapter presents description of the thermodynamics of
the oceanic general circulation. Particularly, we examine entropy production of the
oceanic general circulation and discuss its relation to a thermodynamic postulate of a
steady closed circulation such as the oceanic general circulation: Sandstrém’s theorem.
Also in this section, we refer to another important thermodynamic postulate of an open
non-equilibrium system such as the oceanic general circulation: the principle of Maximum
Entropy Production.

1.1 Outline of oceanic general circulation

Oceanic general circulation is the largest current in the world ocean, making a circuit from
the surface to the bottom over a few thousand years. The present oceanic general circulation,
briefly speaking, is a series of flows, in which seawater sinks from restricted surface regions
in high latitudes of the Atlantic Ocean to the deep bottom ocean. It later comes to broad
surface regions of the Pacific Ocean, and returns to the Atlantic Ocean through the surface of
the Indian Ocean (see Fig. 1). The atmosphere affects the daily weather, whereas the ocean
affects the long-term climate because of its larger heat capacity. Therefore, it is important for
our life to elucidate the oceanic general circulation.

The causes generating the oceanic general circulation are momentum flux by wind stress at
the sea surface and density flux by heating, cooling, precipitation, and evaporation through
the sea surface, except for tides. In general, the oceanic general circulation is explained as
consisting of surface (wind-driven) circulation attributable to the momentum flux and
abyssal (thermohaline) circulation caused by the density flux. However, the distinction
between them is not simple because diapycnal mixing, which is important for abyssal
circulation, depends largely on wind, as described in the next sub-section. Moreover,
diapycnal mixing depends also on tides.
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Fig. 1. Illustration of oceanic general circulation (Broecker, 1987).

1.2 Energy sources of abyssal circulation

Sustained abyssal circulation is a manifestation of conversion of potential energy to kinetic
energy within the system. Production of potential energy is mainly the result of diapycnal
mixing in the ocean interior, geothermal heating through the ocean floor, and the meridional
distribution of precipitation, evaporation, and runoff (e.g., Gade & Gustafsson, 2004).
Diapycnal mixing results from turbulent diffusion by wind and tides. The most reasonable
mechanism to transfer energy from the surface to the deeper layer is regarded as breaking
and wave-wave interaction of internal waves generated by wind and tides (e.g., Muller &
Briscoe, 2000). The wind and tidal dissipation quantities have been estimated respectively as
about 1 TW (Wunsch, 1998) and 1 TW (Egbert & Ray, 2000). Using these estimates and R¢ =
0.15 (Osborn, 1980) as the flux Richardson number, y= R¢/ (1-R)=0.18 as the ratio of potential
energy to available energy, and S=3.6 x 1014 m2 as the total surface area of the ocean, the
production of potential energy caused by diapycnal mixing has been estimated as about 1.0
x 103 W m2 (=2TW/ (3.6 x 1014 m2) x 0.18).

Geothermal heating through the ocean floor causes a temperature increase and a thermal
expansion in seawater, and generates potential energy. Production of potential energy
caused by geothermal heating has been estimated as about 0.11 (Gade & Gustafsson, 2004) -
0.14 (Huang, 1999) x 103 W m-2.

Precipitation (evaporation) is a flux of mass to (from) the sea surface and consequently a
flux of potential energy. On average, the warm (cold) tropics with high (low) sea level are
regions of evaporation (precipitation). These therefore tend to reduce the potential energy.
The value integrated for the entire ocean shows a net loss of potential energy. Loss of
potential energy attributable to precipitation, evaporation, and runoff has been estimated as
less than 0.02 (Gade & Gustafsson, 2004) - 0.03 (Huang, 1998) x 103 W m2 These
contributions can be negligible.
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In addition, there can be work done on the ocean by surface heating and cooling. Heating
(cooling) causes an expansion (contraction) with a net rise (fall) in the centre of mass and an
increase (decrease) in potential energy. The exact estimate of the effect is difficult, but it will
be small compared to the effect of the wind forcing. The best recent estimate of work done
on the ocean by surface heating and cooling is zero (Wunsch & Ferrari, 2004).

1.3 "Missing mixing" problem

Munk (1966) estimated that the magnitude of diapycnal mixing to drive and maintain
abyssal circulation is about K~10-4 m2 s-1. He reached that figure by fitting of vertical profiles
of tracers with one-dimensional vertical balance equation of advection and diffusion as

d’T __dT

K e w o 1)
where K is a diapycnal mixing coefficient, T denotes a tracer variable such as temperature,
salinity and radioactive tracers, z signifies a vertical coordinate, and w represents the
upwelling velocity. The estimated value has been regarded as reasonable because the total
upwelling of deep water estimated using the above K is consistent with the total sinking of
deep water estimated by observations in the sinking area.
However, some direct observations of turbulence (Gregg, 1989) and dye diffusion (Ledwell
et al., 1993) in the deep ocean indicate a diapycnal mixing of only K~10-5 m2 s-1. Moreover,
this is consistent with mixing estimated from the energy cascade in an internal wave
spectrum (called “background”) (McComas & Mullar, 1981). This difference of K is
designated as the “missing mixing” problem.
On the other hand, recent observations of turbulence show larger diapycnal mixing of K=10+
m?2 s (Ledwell et al., 2000; Polizin et al., 1997), although such observations are limited to
areas near places with large topographic changes such as seamounts (called “hot spots”),
where internal waves are strongly generated as sources of diapycnal mixing. Munk &
Wunsch (1998) reported that the value averaged over the entire ocean including
“background” and “hot spots” can be about K~10-4 m?2 s-1, which remains controversial.

1.4 Abyssal circulation as a heat engine or a mechanical pump

Traditionally, the abyssal circulation has been treated as a heat engine (or a buoyancy
process) driven by an equatorial hot source and polar cold sources. Broecker & Denton
(1990) reported that abrupt changes in the ocean’s overturning causes the ocean’s heat
loss, which might engender large swings in high-latitude climate, such as that occurring
during the ice age. They also suggested a descriptive image of abyssal circulation: a
conveyor-belt (see Fig. 1). Peixoto & Oort (1992) investigated the atmosphere-ocean
system as a heat engine using the concept of available potential energy developed by
Lorenz (1955).

Toggweiler (1994 ) reported that the abyssal formation in the North Atlantic is induced by
upwelling because of strong surface wind stress in the Antarctic circumpolar current (a
mechanical pump or a mechanical process). This mechanism is inferred from the “missing
mixing” problem, as stated in section 1.3. If “background” diapycnal mixing for maintaining
abyssal circulation is weaker than Munk’s estimate, then another new mechanism to pump
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up water from the deep layer to the surface is needed, provided that sinking can occur in the
cold saline (i.e. dense) region of the North Atlantic. Drake Passage is located in the region of
westerly wind band where water upwells from below to feed the diverging surface flow.
Because net poleward flow above the ridges is prohibited (there is no east-west side wall to
sustain an east-west pressure gradient in the Antarctic circumpolar current region), the
upwelled water must come from below the ridges, i.e., from depths below 1500-2000 m. In
addition, very little mixing energy is necessary to upwell water because of weak
stratification near Antarctica.

1.5 Sandstrém theorem

Related to a closed steady circulation such as abyssal circulation, there is an important

thermodynamic postulate: Sandstrom’s theorem (Sandstrém, 1908, 1916)1.

Sandstrom considered the system moving as a cycle of the heat engine with the following

four stages (see Fig. 2).

1. Expansion by diabatic heating under constant pressure

2. Adiabatic change (expansion or contraction) from the heating source to the cooling
source

3. Contraction by diabatic cooling under constant pressure

4. Adiabatic change (contraction or expansion) from the cooling source to the heating
source

When the system moves anti-clockwise (expansion in stage 2 and contraction in stage 4), i.e.,

the heating source (da>0; a is a specific volume that is equal to the volume divided by the

mass) is located at the high-pressure side and the cooling source (da<0) is located at the

low-pressure side (Fig. 2a; Pheating > Pcooling), the work done by the system is positive:

§ Pda>0. @

In contrast, when the system moves clockwise (contraction in stage 2 and expansion in stage
4), i.e., the cooling source is located at the high-pressure side and the heating source is
located at the low-pressure side (Fig. 2b; Pheating < Pcooling). Therefore, the work done by the
system is negative:

$ Pda<0. @)

Consequently, Sandstrom suggested that a closed steady circulation can only be maintained
in the ocean if the heating source is located at a higher pressure (i.e. a lower level) than the
cooling source.

Regarding the atmosphere, the heating source is located at the ground surface and the
cooling source is located at the upper levels because the atmosphere is almost transparent to
shortwave radiation of the sun, which heats the ground surface directly. Then heat is
transferred from the heated surface by vertical convection. Therefore, the atmosphere can be
regarded as a heat engine.

1 An English translation of Sandstrém (1906) is available as an appendix in Kuhlbrodt (2008), but the
Sandstrém papers are written in German, and are not easy to obtain. Other explanations of Sandstrém’s
theorem can be found in some textbooks of oceanic and atmospheric sciences: Defunt (1961), Hougthon
(2002), and Huang (2010).
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Fig. 2. Heat engines of two types discussed by Sandstrom (1916): (a) anti-clockwise and (b)
clockwise.

1.6 Principle of maximum entropy production and oceanic general circulation

In this sub-section, we briefly explain another important thermodynamic postulate of
stability of a nonlinear non-equilibrium system such as the oceanic general circulation, the
principle of the maximum Entropy Production and consider the stability of oceanic general
circulation from a global perspective because local processes of generation and dissipation
of kinetic energy in a turbulent medium remain unknown.

The ocean system can be regarded as an open non-equilibrium system connected with
surrounding systems mainly via heat and salt fluxes. The surrounding systems consist of the
atmosphere, the Sun and space. Because of the curvature of the Earth’s surface and the
inclination of its rotation axis relative to the Sun, net gains of heat and salt are found in the
equatorial region; net losses of heat and salt are apparent in polar regions. The heat and salt
fluxes bring about an inhomogeneous distribution of temperature and salinity in the ocean
system. This inhomogeneity produces the circulation, which in turn reduces the
inhomogeneity. In this respect, the formation of the circulation can be regarded as a process
leading to final equilibrium of the whole system: the ocean system and its surroundings. In
this process, the rate of approach to equilibrium, i.e., the rate of entropy production by the
oceanic circulation, is an important factor.

Related to the rate of entropy production in an open non-equilibrium system, Sawada (1981)
reported that such a system tends to follow a path of evolution with a maximum rate of
entropy production among manifold dynamically possible paths. This postulate has been
called the principle of Maximum Entropy Production (MEP), which has been confirmed as
valid for mean states of various nonlinear fluid systems, e.g., the global climate system of
the Earth (Ozawa & Ohmura, 1997; Paltridge, 1975, 1978), those of other planets (Lorenz et
al., 2001), the oceanic general circulation including both surface and abyssal circulations
(Shimokawa, 2002; Shimokawa & Ozawa, 2001, 2002, 2007), and thermal convection and
shear turbulence (Ozawa et al., 2001). Therefore, it would seem that MEP can stand for a
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universal principle for time evolution of non-equilibrium systems (see reviews of Kleidon
and Lorenz, 2005; Lorenz, 2003; Martyushev & Seleznev, 2006; Ozawa et al., 2003; Whitfield,
2005). However, although some attempts have been made to seek a theoretical framework of
MEP (e.g., Dewar, 2003, 2005), we remain uncertain about its physical meaning.

1.7 Main contents of this chapter

As described above, the problem of whether the abyssal circulation is a heat engine or
mechanical pump and how it is related to the Sandstrém theorem are important for better
understanding of the oceanic general circulation. In the following sections, we discuss the
problem referring to the results of numerical simulations of the oceanic general circulation.
In section 2, a numerical model and method are described. In section 3, a calculation method
of entropy production rate in the model is explained. In section 4, details of entropy
production in the model are described. In section 5, by referring to the results, the problem
of whether the abyssal circulation is a heat engine or mechanical pump and how it is related
to the Sandstrém theorem is discussed.

2. Numerical model and method

The numerical model used for this study is the Geophysical Fluid Dynamics Laboratory’s
Modular Ocean Model (Pacanowski, 1996). The model equations consist of Navier-Stokes
equations subject to the Boussinesq, hydrostatic, and rigid-lid approximations along with a
nonlinear equation of state that couples two active variables, temperature and salinity, to the
fluid velocity. A convective adjustment scheme is used to represent the vertical mixing
process. Horizontal and vertical diffusivity coefficients are, respectively, 103 m2 s-1 and 104
m?2 s-1. The time-step of the integration is 5400 s.

The model domain is a rectangular basin of 72° longitude by 140° latitude with a cyclic path,
representing an idealized Atlantic Ocean (Fig. 3(a)). The southern hemisphere includes an
Antarctic Circumpolar Current passage from 48°S to 68°S. The horizontal grid spacing is 4
degrees. The ocean depth is 4500 m with 12 vertical levels (Shimokawa & Ozawa, 2001). All
boundary conditions for wind stress, temperature and salinity are arranged as symmetric
about the equator (Figs. 3(b), 3(c), and 3(d)). The wind stress is assumed to be zonal
(eastward or westward direction, Fig. 3(b)). A restoring boundary condition is applied: The
surface temperature and salinity are relaxed to their prescribed values (Figs. 3(c) and 3(d)),
with a relaxation time scale of 20 days over a mixed layer depth of 25 m. The corresponding
fluxes of heat and salt are used to calculate F; and F; at the surface. The initial temperature
distribution is described as a function of depth and latitude. The initial salinity is assumed
to be constant (34.9%.). The initial velocity field is set to zero. Numerical simulation is
conducted for a spin-up period of 5000 years.

Figure 4 shows a zonally integrated meridional stream function at years 100, 1000, 2000,
3000, 4000, and 5000, after starting the calculations. At year 100, the circulation pattern is
almost symmetric about the equator. The sinking cell in the southern hemisphere does not
develop further because of the existence of the Antarctic Circumpolar Current. In contrast,
the sinking cell in the northern hemisphere develops into deeper layers, and the circulation
pattern becomes asymmetric about the equator. The oceanic circulation becomes statistically
steady after year 4000. Temperature variations are shown to be less than 0.1 K after year
4000. In the steady state, the northern deep-water sinking cell is accompanied by an
Antarctic bottom-water sinking cell and by a northern intrusion cell from the south. The
flow pattern is apparently a basic one in the idealised Atlantic Ocean.
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Fig. 3. (a) Model domain, and forcing fields of the model as functions of latitude, (b) forced
zonal wind stress (N m-2) defined as positive eastward, (c) prescribed sea surface
temperature (°C), and (d) prescribed sea surface salinity (%o).
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year 4000.
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3. Entropy production rate calculation

According to Shimokawa & Ozawa (2001) and Shimokawa (2002), the entropy increase rate
for the ocean system is calculable as

% f ;[a(gctT) +div(peTv) + pdiv(o)|dV + j—dA \

- ak[[a +div(Co)]InCdV —ak[F;InCdA

where p stands for the density, ¢ denotes the specific heat at constant volume, T signifies the
temperature, a = 2 is van’'t Hoff’s factor representing the dissociation effect of salt into
separate ions (Na* and CI-), k is the Boltzmann's constant, C is the number concentration of
salt per unit volume of seawater, Fy and F; are the heat and salt fluxes per unit surface area
respectively, defined as positive outward, and dV and dA are the small volume and surface
elements, respectively.

If we can assume that the seawater is incompressible (div v = 0) and that the volumetric heat
capacity is constant (pc = const.), then the divergence terms in (4) disappear. In this case, we
obtain

caT
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The first two terms in the right-hand side represent the entropy production rate attributable
to heat transport in the ocean. The next two terms represent that attributable to the salt
transport. The first and third terms vanish when the system is in a steady state because the
temperature and the salinity are virtually constant (6T/0t = 0C/ ot = 0). In the steady state,
entropy produced by the irreversible transports of heat and salt is discharged completely
into the surrounding system through the boundary fluxes of heat and salt, as expressed by
the second and fourth terms in equation (5).

The general expression (4) can be rewritten in a different form. A mathematical
transformation (Shimokawa and Ozawa, 2001) can show that

—=[Fn- grad(?)dV + j?dV —ak|

ar dv ©)

ds 1 ) Fs-grad(C)
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where F; and F; respectively represent the flux densities of heat and salt (vector in three-
dimensional space) and @ is the dissipation function, representing the rate of dissipation of
kinetic energy into heat by viscosity per unit volume of the fluid. The first term on the right-
hand side is the entropy production rate by thermal dissipation (heat conduction). The
second term is that by viscous dissipation; the third term is that by molecular diffusion of
salt ions. Empirically, heat is known to flow from hot to cold via thermal conduction, and
the dissipation function is always non-negative (@ > 0) because the kinetic energy is always
dissipated into heat by viscosity. Molecular diffusion is also known to take place from high
to low concentration (salinity). Therefore, the sum should also be positive. This is a
consequence of the Second Law of Thermodynamics.
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4. Results — details of entropy production in the model

We describe here the details of entropy production in the model from the final state of the
spin-up experiment (Fig. 4(f)). Because entropy production due to the salt transport is
negligible (Shimokawa and Ozawa, 2001), local entropy production can be estimated from
the first term in equation (6) as

dT dT

_pC _ 2 4 _ 24 _p 9Ly
A_F(Ax+Ay+Az)’Ax_Dh(a) ’Ay_Dh(?y) A _Dv(

=D )
where D;, denotes horizontal diffusivity of 10° m2s-1, D, stands for vertical diffusivity of 10-4
m? s-1 (see section 2), and other notation is the same as that used earlier in the text. It is
assumed here that F, = -k grad(T) = -pcDr grad(T), where k = pcDg signifies thermal
conductivity and where Dr represents the eddy diffusivity (Dj or D). Figure 5 shows zonal,
depth and zonal-depth averages of each term in equation (7). The quantities not multiplied
by dV represent the values at the site, and the quantities multiplied by dV represent the
values including the effect of layer thickness.

It is apparent from the zonal average of A (Fig. 5(a)) that entropy production is large in
shallow-intermediate layers at low latitudes. This is apparent also in the zonal-depth
average of AxdV (Fig. 5(c)). However, it is apparent from the depth average of AxdV (Fig.
5(b)) that entropy production is large at the western boundaries at mid-latitudes and at
low latitudes. Consequently, entropy production is greatest at the western boundaries at
mid-latitudes as the depth average, but it is highest at low latitudes as the depth-zonal
average. It is apparent as the figures show of A,, A, and A, (Figs. 5(d), (g) and (j)) that A,
is large in shallow layers at mid-latitudes, A, is large in shallow-intermediate layers at
high latitudes, and that A; is large in shallow-intermediate layers at low latitudes. It is
also apparent that as the figures show of A,xdV, A,xdV and A.xdV (Figs. 5(e), 5(f), 5(h),
5(), 5(k) and 5(1)) that A,xdV is large at the western boundaries at mid-latitudes, A,xdV is
large at high latitudes, and A,;xdV is large at low latitudes. Additionally, it is apparent
that the values of A; (A;xdV) is the largest, and those of A, (A.xdV) are smaller than those
of A, (AyxdV) and A; (A:xdV).

Consequently, there are three regions with large entropy production: shallow-intermediate
layers at low latitudes, shallow layers at the western boundaries at mid-latitudes, and
shallow-intermediate layers at high latitudes. It can be assumed that the contribution of
shallow-intermediate layers at low latitudes results from the equatorial current system. That
of western boundaries at mid-latitudes results from the western boundary currents such as
Kuroshio, and that of intermediate layers at high latitudes results from the meridional
circulation of the global ocean. It is apparent that high dissipation regions at low latitudes
expand into the intermediate layer in the zonal averages of AxdV and A,xdV. These features
appear to indicate that equatorial undercurrents and intermediate currents in the equatorial
current system are very deep and strong currents which can not be seen at other latitudes
(Colling, 2001). It is also apparent that high dissipation regions at high latitudes in the
northern hemisphere intrude into the intermediate layer in the zonal averages of AxdV and
AyxdV, and the peak of northern hemisphere is larger than that of southern hemisphere in
the zonal-depth averages of A and A,. These features appear to represent the characteristics
of the circulation with northern sinking (Fig. 4(f)).



156 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

Strictly speaking, we should consider dissipation in a mixed layer and dissipation by
convective adjustment for entropy production in the model. Dissipation in a mixed layer can
be estimated from the first term in (6) as

Bzg(Tr-TS) (8)

T® At
where T; signifies restoring temperature (Fig. 3(c)), Ts is the sea surface temperature in the
model, and At stands for the relaxation time of 20 days (see section 2). It is assumed here
that Fj, = -k grad(T) = - pcDu grad(T), where k = pcDy is thermal conductivity, Dm = Az2 /A,
represents diffusivity in the mixed layer, and Az, is the mixed layer thickness of 25 m (see
section 2). The estimated value of B is lower than that of A by three or four orders: it is
negligible. Dissipation by convective adjustment can be estimated from the first term in (5)
such that

C:£(Tb _Ta)

7 9
T, At ©

where T, is the temperature before convective adjustment, T, is the temperature after
convective adjustment, and At is the time step of 5400 s (see section 2). In fact, T is identical
to T, at the site where convective adjustment has not occurred. The value of C is negligible
because the effect of convective adjustment is small in the steady state.
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Fig. 5. Entropy production in the model.
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Fig. 5. (continued)

(a) zonal average of A, (b) depth average of AxdV, (c) zonal-depth average of AxdV,

(d) zonal average of A, (e) depth average of A;xdV, (f) zonal-depth average of A.xdV,

(g) zonal average of Ay, (h) depth average of A,xdV, (i) zonal-depth average of A,xdV,

(j) zonal average of A;, (k) depth average of A;xdV, (I) zonal-depth average of A;xdV

The unit for A is W K-1 m3. The unit for AxdV is W K-1. The unit for Ax, Ay, and Az is K2 s-1.
The unit for A,xdV, A,xdV, and A.xdV is K2 s-Im3. The contour interval is indicated at the
right side of each figure.

5. Discussion — Sandstrom theorem and abyssal circulation

As stated in section 1.5, Sandstrom suggested that a closed steady circulation can only be
maintained in the ocean if the heating source is located at a higher pressure (i.e. a lower
level) than that of the cooling source. Therefore, he suggested that the oceanic circulation is
not a heat engine.

Huang (1999) showed using an idealized tube model and scaling analysis that when the
heating source is at a level that is higher than the cooling source such as the real ocean, the
circulation is mixing controlled, and in the contrary case, the circulation is friction-
controlled. He also suggested that, within realistic parameter regimes, the circulation
requires external sources of mechanical energy to support mixing to maintain basic
stratification. Consequently, oceanic circulation is only a heat conveyer, not a heat engine.
Yamagata (1996) reported that the oceanic circulation can be driven steadily as a heat engine
only with great difficulty, considering the fact that the efficiency as a heat engine of the
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oceanic circulation calculated heating and cooling sources at the sea surface is very low, in
addition to a view of Sandstrém’s theorem. He therefore concluded that the oceanic
circulation might not be driven steadily as a heat engine, but that it shows closed circulation
by transferral to mechanically driven (e.g. wind-driven) flow on the way: the oceanic
circulation might be sustained with a mixture of the buoyancy process and mechanical
process.

However, these arguments are based on the assumption that the heating source is located
only at the sea surface. If a diabatic heating because of turbulent diffusion takes place in the
ocean interior (and the cooling source is placed at the sea surface), then Sandstrom’s
theorem is not violated. The important quantity in this respect is diapycnal diffusion, as
stated in section 1, which corresponds to A; in our model. As stated in section 4, A, in our
model showed high entropy production attributable to turbulent diapycnal diffusion down
to 1000 m in the whole equatorial region (<30 deg). By contrast, the diapycnal diffusion at
high latitude is very small and is confined to the surface in Fig. 5(j). Although there also
exists dissipation caused by convective adjustment in the polar region, it can be negligible as
the regional average: the region of adiabatic heating at low latitudes extends into the deeper
layer (i.e. a higher pressure), but the region of adiabatic cooling at high latitudes is confined
to the surface (i.e. a lower pressure). These results support the inference described above. In
addition, the real ocean is also affected by dynamic interaction among tides, topography,
and the resultant diabatic heating, which has not been considered in our model.

Moreover, the inference is supported by some experimental studies that the circulation is
possible if external heating and cooling are placed at the same level (Park & Whitehead,
1999), or even if external heating is placed at a higher level than external cooling (Coman et
al. 2006). Coman et al. (2006) reported that heat diffusion (whether by molecular conduction
or turbulent mixing) allows heat to enter and leave the fluid at the boundary and causes the
heating to be distributed throughout at least the depth of the boundary layer. Warmed
water ascends towards the surface after having warmed and expanded at higher pressures
than the surface pressure. Positive work is available from the heating and cooling cycle,
even when the heating source is above the cooling source. Therefore, they concluded that
Sandstrom theorem cannot be used to discount the formation of a deep convective
overturning in the oceans by the meridional gradient of surface temperature or buoyancy
forcing suggested by Jeffreys (1925). In addition, the driving force of the circulation in these
experiments is only internal diabatic heating by molecular conduction or turbulent
diffusion: the real ocean includes stronger diabatic heating due to external forcing of wind
and tide, as explained in sections 1.2 and 1.3. In the equatorial region, the flow structure
consisting of equatorial undercurrents and intermediate currents is organized such that
forced mixing by wind stress at the surface accelerates turbulent heat transfer into the
deeper layer. However, in the polar regions, forced mixing by wind stress at the surface
does not reach the deeper layer, and adiabatic cooling is confined to the surface. For that
reason, seawater expands at the high-pressure intermediate layer in the equatorial region
because of heating and contracts at the low-pressure surface in the polar regions because of
cooling. Consequently, mechanical work outside (i.e. kinetic energy) is generated and the
circulation is maintained. The above inference will be strengthened in consideration of the
real ocean.

Using numerical simulations, Hughes & Griffiths (2006) showed that by including effects of
turbulent entrainment into sinking regions, the model convective flow requires much less
energy than Munk’s prediction. Results obtained using their model indicate that the ocean
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overturning is feasibly a convective one. Therefore, they suggested that there might be no
need to search for “missing mixing.” As stated in section 1.4, the idea of the ocean as
“mechanical pump” was the idea derived to solve the “missing mixing” problem: the
“mechanical pump” was introduced as another new mechanism of diapycnal mixing to
maintain abyssal circulation. If their conclusion is correct in the real ocean, then the
assumption of a “mechanical pump” (i.e. “missing mixing”) is not necessary. Small
“background” diapycnal mixing might be sufficient to maintain abyssal circulation.

It is possible that the idea of the ocean as a “heat engine” is not fully contradicted by the
idea of the ocean as a “mechanical pump”: it can be considered that a circulation driven as a
“heat engine” is strengthened by a pump-up flow driven as a “mechanical pump”. In a
sense, the idea of a mixture of buoyancy processes and mechanical processes by Yamagata
(1996) might be right on target.

As stated in section 1.3, although recent observations of turbulence show large diapycnal
mixing, such observations are limited to a few locations. It is not clear how much is the
value of diapycnal mixing averaged in the entire ocean. Although global mapping of
diapycnal diffusivity based on expendable current profiler surveys has been tried (Hibiya et
al., 2006), the observed places remain limited. To verify the thermodynamic structure of the
oceanic general circulation suggested in this chapter, the entire structure of adiabatic
heating and cooling should be resolved. Particularly, observations of the following are
recommended: 1) the structure of turbulent heat transfer into the intermediate layer because
of forced mixing by wind stress at the surface and the resultant adiabatic heating in the
equatorial region, 2) the process of adiabatic cooling confined to the surface and the
subsequent concentrated sinking in the polar regions. In addition, direct observations of
sinking and upwelling, not inferred from other observations, are important because the
inferred value might include the effects of assumptions and errors. The observation of
sinking is difficult because of severe climates in polar winter, with the worst conditions
occurring when the sinking occurs. Moreover, observation of the upwelling itself is
extremely difficult because of the low velocity. Future challenges must include technical
improvements of observational instruments.

6. Conclusion

This chapter presented discussion of the problem of whether the abyssal circulation is a heat
engine or a mechanical pump. We also discussed how it is related to the Sandstréom
theorem, referring to results of numerical simulations of the oceanic general circulation. The
results obtained using our model show high-entropy production due to turbulent diapycnal
diffusion down to 1000 m in the entire equatorial region (<30 deg). By contrast, diapycnal
diffusion at high latitude is very small and is confined to the surface: the region of adiabatic
heating at low latitudes extends into the deeper layer (i.e. a higher pressure), but the region
of adiabatic cooling at high latitudes is confined to the surface (i.e. lower pressure). In this
case, Sandstrom’s theorem is not violated. In the equatorial region, the flow structure
consisting of equatorial undercurrents and intermediate currents is organized such that
forced mixing by wind stress at the surface accelerates turbulent heat transfer into the
deeper layer. However, in polar regions, forced mixing by wind stress at the surface does
not reach the deeper layer, and adiabatic cooling is confined to the surface. Consequently,
seawater expands at a high-pressure intermediate layer in the equatorial region because of
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heating and contracts at a low-pressure surface in polar regions because of cooling.
Therefore, mechanical work outside (i.e. kinetic energy) is generated and the circulation is
maintained. The results suggest that abyssal circulation can be regarded as a heat engine,
which does not contradict Sandstrém’s theorem.
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1. Introduction

For decades the man has had to face one of the major problems resulting from technological
development and global population growth, environmental pollution, which has impacted
on the different systems of life. The impacts of technological progress attained by man, have
necessitated the establishment of international rules and regulations that set limits and
establish a balance between development and the effects caused by the same (Rodriguez
2003, Callister 2007, Rodriguez-Reinoso, 2007). For this reason, we have launched various
alternative solutions to environmental problems, including the synthesis and use of porous
materials from organic waste or waste products with high carbon content, has been
successful mainly in catalysis, adsorption and gas separation.

Activated carbon is a material that consists of microcrystals elementary hexagonal planes
which are not well targeted, but displaced relative to each other and overlapping each other,
so they have a high percentage of highly disordered structure. In fact there are hexagonal
folding sheets with spaces of varying size (usually less than 2 nm) which make up the
porosity of the material (Marsh & Rodriguez-Reinoso, 2006). These characteristics confer an
exceptionally high surface area and good absorbent properties can be exploited in different
areas. The production of activated carbon is linked to the purification of products and
environmental protection. To the extent that the demands of purity of products require
more sophisticated processes and emissions standards become more stringent, the activated
carbon evolves, the production of the classic styles granular and powder have been joined
by other like fibers, fabrics, monoliths among others (Blanco et al., 2000). Forms of activated
carbon that are known and marketed, recent studies have shown that the monoliths exhibit
characteristics that differentiate them from conventional ways, including the following
highlights: allow the passage of gases with a very drop small, have a high geometric surface
per unit weight / volume, the gas flow is very uniform, with easy handling, resistance to
friction, reduce the constraints generated by phenomena of internal diffusion and mass
transfer, these properties the have become used as support materials or adsorbents that
favor direct adsorption process in the gas phase (Nakagawa et al., 2007).
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In addition to their interesting adsorptive properties, during the process of obtaining
activated carbons it is possible to modify and / or design their properties through a
treatment of pre-or post-synthesis in order to obtain materials. These materials can be
intended for more specific uses taking into consideration that the adsorption capacity of
activated carbon depends on its textural characteristics and also on its surface chemistry
(Dias et al. 2007, Petit et al. 2010). The surface chemistry of activated carbon is determined
by the presence of atoms different from carbon atoms in graphene layers also known as
heteroatoms, the most common are: oxygen, hydrogen and nitrogen. These heteroatoms
produce a wide variety of surface groups, these groups can be acidic such as: carboxylic,
lactone, anhydride and phenolic, while the basic character is attributed to groups such as
quinones, pyrones besides of the delocalized 1 electrons in graphene layers or with a neutral
character like carbonyl and ether (Montes-Moran et al. 2004,Rivera-Utrilla & Sanchez-Polo.
2003); surface groups determine parameters such as acidity and total basicity, surface charge
and hydrophobicity, this will depend mainly on the type and concentration of groups on
the surface of activated carbon.

Surface chemistry of activated carbon can be modified mainly by oxidation treatments and
controlled thermal treatments that promote the formation and / or selective removal of
different groups, as reported by Figueiredo and Pereira 2010. The role of surface chemistry
in adsorption of gases, metal ions and organic molecules, is mainly due to specific
interactions between surface groups and the different species.

In general, any organic material with relatively high carbon content is capable of being
transformed into activated carbon. The activated carbon produced by manufacturing can
come from wood and forest residues or other biomass (peat, lignite and other coals) as well
as various polymers and natural or synthetic fibers. The factors that must be taken into
account when choosing a suitable precursor are good availability and low cost, low mineral
content and the resulting carbon possesses good mechanical properties and adsorption
capacity. Wood waste, coconut shells, nuts, seeds and fruits along with some coals and
petroleum coke are the most commonly used precursors (Giraldo et al. 2008). The
complexity of the structure of activated carbon, can be characterized textural, chemical and
energy by using different techniques among which include: physical adsorption of gases or
vapors, scanning electron microscopy (SEM), electron microscopy transmission (TEM),
infrared spectroscopy (FT-IR), X-ray diffraction, temperature programmed desorption
(TPD), mercury porosimetry, immersion calorimetry and adsorption rates of methylene blue
adsorption, density, size, moisture , ash, abrasion resistance and other parameters applicable
to the specifications of coal (Marsh & Rodriguez-Reinoso, 2006).

The most common use is given to activated carbon adsorption processes of pollutants in
liquid and gas phase. Adsorption is a process by which atoms, ions or molecules are trapped
or retained on the surface of a material, which is different from absorption, which involves
volume. This process involves an adsorbent, which in this case is activated carbon and
adsorbate, which is the contaminant retained

The adsorption is exothermic, which can be classified as chemical or physical, depending on
the magnitude of the interactions established between the retained material and the
adsorbent surface. The amount of material that accumulates depends on the dynamic
equilibrium is reached between the rate at which the material is adsorbed to the surface and
the speed at which it evaporates or releases, in turn, they usually depend importantly on
temperature.
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Adsorption is a simple and attractive method for removing contaminants in aqueous phase,
due to its high efficiency and easy handling. Given that the adsorption phenomenon is
clearly exothermic, it is possible to characterize all the interactions inherent in the process of
adsorption. For this purpose we describe the phenomenon of adsorption in terms of energy:
If the interaction is solid-gas, may be the differential molar enthalpy of adsorption from the
molar internal energy of the adsorbed phase and energy Ua adsorbate molar Ug, then, the
change in internal energy as a result of adsorption can be represented as:

AU 5, — U, =AU, (1)
nﬂ
AU, .
In which, —* = is the molar energy change of the system, caused by the transfer of n moles
n

a

of adsorbate from the gas phase to the adsorbed state.

This change in molar internal energy of the system is the integral molar energy of
adsorption, AUa, which depends on interactions adsorbate-adsorbate and adsorbate-
adsorbent. Ua is the average molar internal energy, for all the adsorbed molecules.

When an infinitesimal amount of moles of adsorbate, dna, is transferred to the solid
surface from the gas phase at constant volume, the change in internal energy of the
system will:

AU, =U, - U, )

Where AU, = is the differential molar energy of adsorption, and is defined as:

- ou, 3)
“la
"y )r,a

Similar to what was expressed for energy,

AH,=H,-H, )

Where Ha and Hg are the molar enthalpies of the adsorbate adsorbed state and gas phase.
Likewise, the differential molar adsorption enthalpy is:

AH,=H,-H, ®)

- (aHu } ©
on, TP

With the theoretical basis described above, it is possible to know then the extent of heat
evolved in the adsorption process, known as heat of adsorption and is defined as a
thermodynamic function, which can be used to characterize the surface of a solid .

There are two ways of expressing the heat of adsorption:

In which:
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Integral heat of adsorption, amount of heat, Q, released when one gram of solid adsorbent
adsorbs x grams. Its units are Joules / gram of adsorbent.

Differential heat of adsorption, AH, amount of heat generated when x moles of adsorbate
adsorbed. Its units are Joules / mole of adsorbate.

The differential heat of adsorption is also known as isosteric heat of adsorption and can be
determined by using calorimetry or by adsorption isotherms, measured at two or more
temperatures. (Bansal et al. 1988, Moreno-Pirajan & Giraldo, 2007).

On the other hand, it is necessary to know the pore structure of the solid. Thus, for
microporous solids without external surface (Kraus 1955), AHi immersion enthalpy is
related to the isosteric heat of adsorption gisest by the expression:

1
~AH,(T) = [¢"*"(T;©)d® - AH
0

oap.(T) )

Where:

©= degree of volume filling W/Wo
The negative sign is because qisostconvention is positive, while AHi is negative.
Dubinin (Moreno-Pirajan & Giraldo 2007, Dubinin 1975) define of net Heat of adsorption
(qret) as:

qnet — qisost. _AHvap.

when AHy,p is vaporization enthalpy.
For the general case of n, the above equation becomes:

0 % T 0 [%}1
7" =, [mnﬂj +(“j[1n”ﬂ] @®)
n, n n,
Donde,

o = Thermal expansion coefficient of adsorbate
n, = Amount adsorbed at relative pressure P/Po
n, = Amount adsorbed ar relative pressure P/Po
Eo= Characteristic energy for vapor adsorption
© = Micropore filling degree

For activated carbons with n=2

By replacing in equation (9):
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The solution for the integrals of this type, is a function gamma (T'(x) )

| h{%}p dx=T(p+1) (11)

F'(p+1)= (12)

Thus, equation (10) can be written as:

A, _ BENz(1+al) 13)
2
Which is valid for the micropores filling, in activated carbons at temperature T (Moreno-
Pirajan & Giraldo 2007).
For a coal with a micropore volume W, and an adsorbate with a molar volume Vy,, Stoeckli
and colleagues established a relationship between the enthalpy of different types of
activated carbons in various body fluids and the parameters obtained by adsorption of
vapors of these liquids on the same solid. In the equation of Stoeckli and Krahenbiiehl
(Moreno-Pirajan & Giraldo 2007, Stoekli & Kraehenbuehl 1989):

BE W ~Nz(1+aT)
2V

m

AH, =

(14)

Which corresponds to the immersion enthalpy AH;, en]J/g.

Where f is the adsorbate affinity coefficient, E0 is the characteristic free energy of adsorption
of vapor of reference, Wy is the total volume of micropores of the solid, is the coefficient of
thermal expansion at temperature T, and Vm is the volume molar.

The immersion in a nonpolar solvent, which is known molecular dimensions, and generate a
thermal effect only by filling the micropores of the solid, relates the thermal effect of the
adsorbent surface as follows

AHexp. = AHi + hisext. (15)
where h; is specific enthalpy in J/ma2.
As the external surface is defined as:
AH,;., AH.
Sext = I - h,l (16)

1 1

So, the external surface may be known as:
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Sext. = Arorar — Amicroro. 17)

For a solid contribution also presents the mesopores and macropores, the total area is
expressed as:

Arorar = Amicrop. + Amesop. + Amacrop. T Savierta. (18)

Where,
AroraL: Total area
Awiicrop: Microporous area
AwmEesor: Mesoporous area
Amacror: Macroporous area
Sasierta: Open area non-poorus
When activated carbon presents neither external surface nor development of meso and
macropores, the experimental enthalpy will:
AH,,, =AH; (19)

exp i

determinate by equation (15).

Until here, have been described the theoretical foundations of solid-gas interactions and
solid-liquid, which can calculate the magnitude of the thermal effect generated and the type
of interaction between the adsorbate and the adsorbent, which is proportional to the affinity
between them, and allows for relationships that give an approximation of the surface area of
adsorbent.

Now, referring to such calorimetric techniques, such as immersion calorimetry and
adsorption for measuring the thermal effect of the interaction of a solid with a liquid or gas,
which leads to determine the thermodynamic variables in different interfaces: solid-liquid,
solid-gas and liquid-liquid, which provide valuable information about the behavior of the
solid. Such is the importance of these techniques, which in recent years, several studies are
focused on the design, construction and development of immersion calorimeters adsorption.

Calorimetric technique

Calorimetry is a technique used to measure a large number of processes that generate heat
in their development, and which can determine the enthalpy changes DH and combination
with other techniques to obtain the free energy change AG and entropy changes AS.
Furthermore, this technique has been used to study physical and chemical events that occur
on the surface of a solid. (Moreno 1996).

However, there is a team that is capable of performing all the above measures at a time, so
different equipment should be used according to the type of study that you want to perform
and the amount of heat generated in the system. For this reason, there are combustion
calorimeters, adsorption and immersion, which basically consist of:

Calorimetric cell, which should be designed with a capacity that is associated with the type
of sensors require the calorimeter and additionally must have regard to the material of
construction depending on the system to be studied. In this cell are often attached a heating
sample holder.

Electrical calibration system, which consists of an electrical circuit which provides power to
the calorimeter to determine the constant of the system under study. Electrical work
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supplied can be calculated if one knows the potential (Eh) through the heating resistor (Rh),
the current (I) and heating time (t).
4%

elec

y=Eh=*1] =t (20)

Thermometric system for measuring thermal effect, which consists of different types of
sensors, which can be proportional to the temperature or property connected with the
transfer of heat.

According to the system you want to measure, you must use a specific calorimetric system.
Below is a brief description of immersion calorimetry and sorption

Immersion calorimetry, measurement of solid-liquid interactions.

For many years, immersion microcalorimetry has been a useful technique for the
characterization of powders and porous solids like activated carbons and oxides
(Hemminger & Hohne 1984). Technique involves immersing a known quantity of a solid in
a specific liquid, and measure the heat generated due to wet the solid, liquid immersion.

In the absence of complex effects such as filling of micropores, is usually taken as a first
approximation, the energy due to the immersion of a solid degassed AinU°, which is
proportional to the solid surface, A, according to Equation 21:

Anl® = A Autt™° (21)

in which the energy of immersion per unit area, Ainu'° is characteristic of the nature of
solid-liquid system.

When AU, is known for a given solid-liquid system, the adsorbent surface (A) can be
evaluated. When the surface of the sample of adsorbent is less than 1 m2, generates heat due
to immersion, which is easily measured by colorimetric procedures and therefore the
immersion microcalorimetry can be used to evaluate the specific surface of adsorbent
(Rouquerol et al. 1999).

Immersion calorimetry is a useful technique to assess the total area and size distribution of
micropores of a microporous carbon (Denoyel et al.1993), assuming that the energy of the
dip is proportional to the area available for liquid immersion to any size and shape of the
pores. In addition, it is assumed, from the point of view of energy per unit external surface
area of solid has the same behavior (Rouquerol et al. 1999, Hemminger & Hohne 1984).

The Figure 1 shows the immersion calorimetric heat conduction unit. To experimentally
measure the immersion heat, the adsorbent is immersed in the liquid which is to determine
the interaction. You can use a microcalorimeter heat conduction, which is expected to be
reached thermal equilibrium between all components of the calorimetric system: the cell
containing the immersion liquid, the vial containing the solid under study, a heating pad for
perform system calibration, temperature sensors should be arranged around the cell
containing the immersion fluid and the surroundings. To achieve this, the entire system
must be completely insulated from temperature fluctuations. Once thermal equilibrium is
reached, it is the breaking of the ampoule to allow liquid to come into contact and the
adsorbent, it ends with an electrical calibration. Throughout the experiment, recorded the
potential generated by the sensors, should have the thermal effect sensor thermocouples or
thermopiles and evaluates the area under the curve of the signal generated in response to
solid-liquid interaction.
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Fig. 1. Calorimeter immersion scheme Tian type. (1)Sensors System; (2) Sample cell; (3)
Sample; (4) Heat Sink; (5) Heat resistance for calibration; (6) Insulation jacket; (7) Output of
resistance to power supply; (8) Output of sensors system to interface multimeter.
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Fig. 2. Thermogram obtained for the immersion of an activated carbon pellet ore (CAP), in
benzene
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Figure 2 shows a typical thermogram obtained for the immersion of an activated carbon
pellet ore (CAP), in benzene. It can be seen in the range of 0 to 500 seconds, the baseline
obtained, which illustrates the heat balance and low noise level in the calorimetric signal.
Table 1 shows the values of surface properties obtained by immersion calorimetry, for this
same sample, two samples obtained by the modification of the CAP.

Sample E, W, Seer
kJ/mol cmi/g m2/g
CAP 7.47 0.43 1248
CAPRED 6.48 0.38 1089
CAPNG65 7.47 0.43 1253

Table 1. Surface properties obtained for three activated carbons by gas adsorption

The sample CAPRED is a modification of CAP, obtained by heating the same until 1373 K,
under nitrogen, for 3h. CAPN65 sample is a sample obtained by modification of CAP
through the impregnation of CAP with 65% HNO3 and heating it to 473 K, for 2 hours.

As shown in Table 1, the modification with HNO3 and 65% did not produce a significant
change in the surface properties of the sample. This behavior is attributed to the low
temperature at which it made the change, which did not affect the porous structure of the
solid. The modification to 1373K nitrogen affected the pore structure of the solid, reducing
the volume of micropores and consequently, the surface area there of in Figure 3 shows the
isotherms of nitrogen at 77 K for these three samples.

500
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=
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= ——DES_CAP
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g 200 ——DES_CAPNG65
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P/Po
Fig. 3. Nitrogen adsorption isotherms at 77 K, for the three carbons under study

The isotherm can be observed further that the sample has CAPRED mesoporosity
development, so it appears the hysteresis loop in it. CAP and CAPNG65 isotherms are
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virtually identical, confirming that the modification with 65% HNO3 shows no effect on the
texture of activated carbon.

Table 2 shows the surface properties obtained by immersion calorimetry for these three
samples

Sample Sext AHimm AHexp AMICROP Atotal

mYg 1Ji:4 1Ji:4 m%/g m?/g
CAP 37 -44 -48 1219 1256
CAPRED 55 -33 -39 1065 1120
CAPNG65 64 -34 -41 1219 1283

Table 2. Surface properties obtained for three activated carbons by immersion calorimetry in
benzene

The results for AHinm, from equation (14). and AHexp are the experimental results. The
external surface area Sext , of micropores Amicrop, and the total area Aoal, were obtained
from the equations (16), (17) and (18) respectively.

Table 3 shows the parameters used for calculations of surface properties obtained by
immersion calorimetry into benzene.

a B Vm
1,24E-03 1 88,9

Table 3. Physical characteristics of benzene.

Figure 4 shows a relationship between the areas obtained by gas adsorption and that
obtained by immersion calorimetry.
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Fig. 4. Relationship between the total area obtained by adsorption calorimetry and nitrogen
adsorption.
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From these results we can see good correlation between the results obtained by the two
methods compared, which shows a correlation coefficient of 0.9836, confirming that
immersion calorimetry is a characterization parameter for solid-liquid interactions. You
could make a more exhaustive with probe molecules of different sizes to benzene, since the
pore size distribution can affect the calorimetric data (Molina-Sabio et al. 2008).

Adsorption calorimetry, measurement of solid-gas interactions.

There are several reasons to determine the heat of adsorption to characterize the surface
energy of materials (Rouquerol et al. 1999), provide basic data for development of new
theories of equilibrium and kinetics of adsorption (Zimmermann & Keller 2003), design and
plants improve separation processes by adsorption and desorption, PSA, VSA, TSA and
their combinations (Ruthven 1984, Yang 1997).

Adsorption calorimetry in combination with other physical or chemical properties to
describe the properties of a solid surface (Garcia-Cuello et al. 2009, Llewellyn & Maurin
2005, Garcia-Cuello et al. 2008, Moreno & Giraldo 2005).

To experimentally measure the heat of adsorption, calorimetric unit is used as shown in
Figure 5.

"= /N

Fig. 5. Adsorption calorimeter scheme. (1) Adsorbate, (2) precision valves, (3) needle valve,
(4) Volume calibration, (5) pressure transducer 1 to 1000mbar, (6) pressure transducer 10-4
to 1 mbar , (7) measuring cell, (8) reference cell, (9) Calorimeter adsorption (10) thermopile
sensors in 3D layout type, (11) thermostat, (12) Rotary Vacuum Pump, (13) Pump ultra high
vacuum

1

10
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The heats of adsorption measured at a temperature of liquefaction of the adsorbate, in the
case of nitrogen at 77 K and 273 K. CO; For this, use a thermostat bath at that temperature.
Make contact with the solid adsorbate successive small doses. This allows measure the
evolution of the interaction energy compared to coverage. Before start the calorimetric
measurements. To start the measurements in the microcalorimeter, initially must be empty
throughout the adsorption system, including the solid sample under study, using a vacuum
system that achieves at least 10 Torr. When the system reaches the expected vacuum level,
are the respective gas injection, waiting time for a balance between system components and
are simultaneously recorded volumes of gas adsorbed and the heat evolved at each
injection. Developed to sense heat, temperature sensors are used thermopile type, with
appropriate sensitivity to detect heat from 10 to 100 ] / g. Pressure readings are made using
a pressure sensor with adequate sensitivity and precision must be known in the injection
volume. The differential molar adsorption energy can be obtained by equation (3), and
evaluating the area under the curve obtained in the experiment, which is the signal
generated by the thermopile due to solid-gas interaction which is proportional to the
adsorption energy (Garcia-Cuello et al. 2008, Garcia-Cuello et al. 2009).

Preparation, characterization, modification and use of carbonaceous Materials

Preparation, characterization, modification and use of carbonaceous materials like activated
carbon in different presentation such as: granulate, powder, pelettes, char, monoliths,
among other, it has been object investigation during many years. Next are presented some
results of investigations developed in the by the authors about these porous solids and their
employment in the adsorption of pollutants in liquid and gas phase.

Bone char in the adsorption of derivates phenolics

The bovine bone char (BBC) have received attention by industry of treatment waste water;
due to its advantages in front of others adsorbents between these are found: low cost and
adsorbent versatility for wide variety pollutants (Deyder et al., 2005). The BBC was
prepared in the following way: The bones were cleaned from meat and fat and cut by saw to
pieces of approximate size 4-10 cm. Subsequently, bones were washed with tap water for
several times. The bones were then transferred to the oven for drying at 353 K. After 24 h,
the dried bones were crushed and milled into different particle sizes in the range of 2-3 mm.
These particles are burned in an inert atmosphere. This process was carried out in a tubular
fixed bed reactor from room temperature to 1073 K for 2 h at a heating rate of 3 K min-! and
a flow of N» 80 cm3 min-1.

The adsorption from solution depends on the chemical and physical characteristics of the
solid as surface area, porosity and surface chemistry, see Table 4. The study about this
process has shown dependence with the solution characteristics as pH, ionic strength and
temperature (Moreno-Castilla & Lopez-Ramos M.V., 2007). These factors have influence in
the adsorption mechanism and in consequence, the magnitude in that the system - (solid-
liquid) - liberates heat.

SBET (m2 / g) 157
Pore Volume (cm3/g)|0.14
Pore Size (nm) 3.0

Acid Sites (meq/g) [0.23
Basic Sites (meq /g) |0.42
pPZC 8.5

Table 4. Physical and chemical characteristics of the BBC
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The chemical properties of the adsorbent depends the surface concentration of acid and basic
sites, but these are in pH function of solution because the charge on the surface depends of this
property. In this study was used 2,4-Dinitrophenol (DNP) a organic compounds commonly
used for tincture manufacturing, wood preservatives, explosives, substances for insects control
and other chemical products (Su-Hsia & Ruey-Shin, 2009, Tae Young et al., 2001) that in
aqueous solution can be found as ionic or nonionic species Figure 6.

OH O @) @)

N N
o~ o 0

Fig. 6. Species of DNP in aqueous solution.

The adsorption isotherm represents the thermodynamic equilibrium between the adsorbed
solute and the solute in solution, the obtained equilibrium data which are used to assess the
ability of adsorbent to adsorb a particular molecule.

Figure 7 shows the influence of concentration on the adsorption of DNP on CHB, where the
mass of solute adsorbed onto the adsorbent continues to increase when raising the
concentration of solute in equilibrium and is not asymptotic at high concentrations.
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Fig. 7. Adsorption isotherm of DNP on bone char
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In the literature on liquid phase adsorption has been reported different mathematical
models to represent the adsorption isotherms, the most used are the Langmuir and
Freundlich model. The first assumes: (i) uniform adsorption energies on the surface, (ii) no
interaction between adsorbed molecules (III) adsorption occurs at specific sites. Meanwhile,
the second (I) assumes that the adsorbent surface is energetically heterogeneous, (ii) that
increasing the concentration of adsorbate, increases the amount adsorbed on the surface
(Oke et al., 2008, Moreno et al., 2010).

These models are represented mathematically as shown in table 5:

Isotherm Equation Lineal Form Graphic
Langmuir qubeC, 111 1 1.1
© 140+, 9o b*q, Co 4y, 9. Ce
Freundlich 9. =k; *Cl/m Lng,= Lnk L, C, Ln g, vs. Ln C,
n

Table 5. Mathematics models of Langmuir and Freundlich.

where g is the amount adsorbed at C. (mg/L), concentration of DNP at equilibrium, b
(L/mg), and qo (mg/g) are the Langmuir constants related to the energy of adsorption and
maximum capacity, respectively; k¢ (mgl-1/n 11/n g-1) and 1/n are the Freundlich constants
related to the adsorption capacity and intensity, respectively; and g. (mg/g) is the mass of
DNP adsorbed per mass of adsorbent.

0,16 e
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o
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004{ o e DNP
° e Langmuir
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Fig. 8. Adsorption isotherm Langmuir model
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Fig. 9. Adsorption isotherm Freundlich model

Isotherm Parameter
Values

Langmuir q, =61.96
b =0.068

R’ = 0.7969
Freundlich KF =(0.593

n=0798
R = 0.8907

Table 6. Isotherm parameters for Langmuir and Freundlich models.

Correlating the experimental data of adsorption of DNP on BBC with both models, Figure 8
and 9 shows the typical behavior of the Freundlich isotherm, which contrasts with the
parameters and correlation coefficients, see Table 6. This model describes the surface of the
adsorbent is energetically heterogeneous and includes the lateral interactions between
adsorbate molecules. In this type of liquid-solid systems, it is important understand that
when a model fits the experimental data does not support the adsorption mechanism occurs
under the principles of the model. Although these data are adjusted by mathematical
methods - statistics to calculate the parameters given, these methods do not consider the
interactions between adsorbate and surface active sites.

Depending on the thermodynamic conditions of the system, heat is produced when a solid
comes into contact with the solution; this intensity is determined by immersion enthalpy. It
is set for a specific amount of a solid and measured by a technique known as immersion
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calorimetry (Blanco et al., 2008). When make this type of measure, where contact between a
solid and a solution is involved, there are different interactions that contribute to the total
amount of heat produced. Among these are interactions between water and the groups on
the solid’s surface, the filling of pores and adsorption on the surface. Furthermore, there are
also adsorption of and interactions with the solute; these depend on the characteristics of the
solution (Moreno-Pirajan et al., 2007).

The values of the enthalpies of immersion were evaluated from the thermograms, where the
heat generated by the process of adsorption is proportional to the area under the curve of
the peak generated by the thermal effect. Figure 10 shows the typical thermograms for the
immersion of BBC in DNP solutions of 10 and 30 mg/L.
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Fig. 10. Thermograms of BBC immersion in a solution of DNP at concentrations of 10 and 30
mg/L at 298 K.

Figure 11 shows the (a) interactions between bone char and DNP in solutions at different
concentrations and the (2) interactions with the adsorbate char was obtained subtracting the
effect of char-water interactions.

As can be seen in the Figure 11, at low concentrations (10-30 mg/L) there was a greater
interaction between the BBC and the adsorbate (DNP); however, as the concentration
increased (50-100 mg/L) there was a decrease in enthalpy, i.e. weaker interactions between
the adsorbent and the adsorbate.

When relating the enthalpies as a function of adsorbed amount of DNP can be seen that the
enthalpy is directly proportional to the percent of retention, this behavior is due to the main
morphological characteristic of the material is its heterogeneity, therefore the heat generated
is different because that the adsorbate has occupied the most active sites than the
immediately occupy.

The differential free energy of adsorption that occurs in the time interval, in which it is carry
a calorimetry measure, is determined relating the kinetics of the process to this time interval.
Where tinicial is the time in that started the immersion solid-liquid and tfinal is the time in
that ended the calorimetric measurement. The free energy difference as a thermodynamic
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parameter is the fundamental criterion of spontaneity (Smiciklas et al., 2008), and may be
calculated considering the initial concentration (Co) and the concentration in the
equilibrium (Ce) to tfinal, by equation (22).
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Fig. 11. Enthalpies of immersion of BBC on DNP to different concentration.

AG|f=-RT Ln [CJ (22)
CE

Where AG (kJ/mol) is differential free energy change; R is universal gas constant, and T (K)
is absolute temperature. Reaction occurs spontaneously if G is a negative quantity. From the
above equation, the differential change Gibbs free energy for the adsorption process of DNP
on BBC to tfinal (293 K) is -113.0 kJ/mol, this negative value indicate that the adsorption of
DNP is thermodynamically feasible.

In the specific case of the solution 30 mg/L which has a differential AHimm = -56.10
kJ/(g*mol) and substituting the parameters known in equation (23) determine the
differential entropy of the process is equivalent to 580 J/(mol K) this positive value suggests
that the organization of the adsorbate in the solid-liquid interface and coincide with value
obtained for free energy.

f_ AHimm -AG

AS|f - (23)

Granular activated carbon for adsorption of nickel

The samples used for nickel removal were obtained from a commercial granular activated
carbon made from coconut shell GAC, which was oxidized with GACoxN 6M nitric acid,
two parts of this sample were treated one at 723 K and another 1023 K under nitrogen
atmosphere, GACoxN723 and GACoxN1023, and a final sample obtained by heating the
sample at 1173 K GAC, GAC1173, these samples were characterized by N> physisorption at -
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196 ° C and their surface chemistry by Boehm and determining the point of zero charge, in
addition, an immersion calorimetry was conducted in different liquids, such as benzene,
carbon tetrachloride and water.

Areager Vo Carboxilic Lactonic Phenolic Acidity Total Basicity
Sample N 3 Total pzc
m%g cm¥g pmol/g pmol/g pmol/g  pmol/g pmol/g
GAC 842 034 72.2 40.5 85.0 198 90.5 54
GACoxN 816 0.35 267 52.4 73.7 393 48.6 34
GACoxN723 903 0.32 95.3 60.2 112 268 103 7.9
GACoxN1023 935 037 236 10.2 47.9 60.5 266 8.2
GAC1173 876  0.35 0.00 11.5 34.9 464 278 8.9

Table 7. Physical and chemical parameters of samples

*
(=]
p=
;_' B GAC1173
= ! —— GACox
6 —o— GACox723
e —— GACo0x1023
4 I' T T T T
0 0.2 04 0.6 0.8 1

P/Py
Fig. 12. N> adsorption isotherms at 77 K for different samples

The isotherms of nitrogen obtained for each sample are shown in Figure 1. These are
classified as type I adsorption isotherms, where a knee at low relative pressures is
evidenced, characteristic of microporous solids in accordance with data obtained after
applying the Dubinin-Raduskevich equation. It is important to note that the oxidation
process caused a decrease in surface area, this is explained by considering that the oxidation
with nitric acid promotes the formation of surface oxygenated groups at the edges of the
openings of the pores, these groups are mainly carboxylic and carbonyl (Dias et al. 2007;
Daud & Houshamnd. 2010; Yin et al. 2007) besides producing the collapse of certain porous
structures (Radovic et al. 2000; Yin et al. 2007; Silvestre-Alvero et al. 2009), additionally, a
surface area increase can be observed even in relation to the sample treated with a higher
temperature. This is a result of selective removal of surface groups formed in the oxidation
processes, which break down into carbon monoxide and carbon dioxide. In other words,
with heat treatment more carbon atoms are lost promoting surface area increase in the solid.
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On the other hand, we evaluated the changes in surface chemistry of each sample, taking
into consideration the important role of surface chemistry on the removal of dissolved
metals in aqueous solutions. Table 7 shows the results of the amount of surface groups of
each of the samples obtained through Boehm titration. It is observed that the content of acid
groups increased by the oxidation treatment, favoring mainly the formation of carboxylic
groups, such as reported in other studies (Gao et al. 2009). Additionally heat treatment
changed the number of groups according to their different thermal stabilities, so, in general
it is considered that at low temperatures (about 700 K) and in an inert atmosphere
carboxylic groups decompose; in the range of 1000 K lactone groups, carboxylic anhydrides,
phenol and ether decomposition is favored; and in higher temperatures up to 1200 K
quinone and pyrone groups decompose. On the other hand the values of zero point of
charge are consistent with changes in surface chemistry of each sample according to the
treatment applied. (Chingombe et al. 2005; Szymanski et al. 2002; Figueiredo et al. 1999;
Figueiredo & Pereira. 2010)

As for the characterization of samples obtained by immersion calorimetry, it is important to
note that the enthalpies of immersion allow to evaluate the type of interactions that occur
between the solid and the wetting liquid, considering that: if there are no specific
interactions between the molecules of the wetting liquid and the solid surface, the
immersion enthalpy corresponds to the accessible area of the molecule of the liquid, and if
on the contrary, there are specific interactions as in the case of some samples immersed in
water, the immersion enthalpy would indicate the hydrophobic or hydrophilic character of
the surface of the sample.( Stoeckli et al. 2001; Szymanski et al. 2002)

Table 8 shows the results obtained by calculating the enthalpies of immersion in benzene,
carbon tetrachloride and water. As for the results using molecules with bipolar moments
equal to zero it was observed that: the enthalpies of immersion changed according to
changes of surface area as shown in Figure 2 and for the oxidized sample, which has a lower
surface area, the enthalpy of immersion is less than for the original sample and even for the
heat-treated ones in according to what it was discussed in the analysis of nitrogen
adsorption isotherms, the same trend was observed for the enthalpies of immersion in
carbon tetrachloride, although values were lower in these enthalpies of immersion, this is
basically due to the difference in the size of the molecules of each liquid, which for benzene
is 0.37 nm and for carbon tetrachloride is 0.66 nm, in other words, the carbon tetrachloride
molecule has diffusion restrictions, therefore the interactions involved correspond only to
pores in which the molecule does not have this restrictions, this situation does not occur
with benzene that is smaller.

S AI'IImmeHG AHImmHzO AHImm CCl4
ample

(J/g) (/8 (/g
GAC -106.4 -49.65 -75.05
GACoxN -94.98 -66.59 -85.87
GACoxN723 -107.9 -53.32 -50.76
GACoxN1023  -1288 -37.39 -57.01
GAC1173 -145.1 -32.39 -94.29

Table 8. Enthalpies of immersion in Benzene, Carbon Tetrachloride and water.
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Fig. 13. Enthalpies of immersion in Benzene, Carbon Tetrachloride and water in
terms of BET area

On the other hand, the difference in the enthalpies of immersion in water of different
samples indicates the change in surface chemistry (Giraldo & Moreno-Pirajan. 2008; Lépez-
Ramoén et al. 2000), as a result of the different treatments that samples underwent, that is,
the development or removal of surface groups on the surface of the solid, thus, a greater
amount of oxygenated surface groups as in GACOx's case which leads to a bigger enthalpy
of immersion, as a consequence of the interactions established between the polar molecule
as is the water molecule and oxygen surface groups developed in the sample, which is
consistent with the chemical characterization, these groups were mostly acid type,
specifically carboxyl groups. It is also observed that in thermally treated samples decreased
enthalpies of immersion in water due to the selective decomposition of the groups present
on the surface and therefore a decrease in specific interactions with the water molecule.
Additionally, it is possible to conclude that the interactions of water does not occur
exclusively with surface groups of the different samples because the sample CAG1173 in
which one would expect to have a minimum amount of oxygenated surface groups, also has
an calorimetric effect attributed to interactions dispersive type and non- specific type. As for
the hydrophobic character of the surface is found that this decrease with the oxidation
process and gradually increases with the heat treatments, being higher in the sample treated
at 1173 K. Figures 14 and 15 shows the typical thermograms, obtained in the immersion of a
solid in the different liquids used. These two figures were chosen because you can see the
difference in magnitude of the peaks corresponding to each liquid for to the most oxidized
sample (GACoxN) and sample treated to highest temperature in an atmosphere inert
(GAC1173).
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Fig. 14. Thermogram of Immersion Calorimetry in Benzene, Carbon Tetrachloride and water
of GAC1173 sample
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Fig. 15. Thermogram of Immersion Calorimetry in Benzene, Carbon Tetrachloride and water
of GACoxN1173 sample

Finally, the samples were used for the removal of nickel from aqueous solution, for this,
0.500 g of each sample were put in contact with 50ml of the nickel solution of concentrations
from 100 to 500 mg /L, initial pH of the mixture was adjusted to 6, taking into account that
in this pH is nickel is found as Ni (II). The experimental data obtained in the adsorption
process were adjusted to the Redlich-Peterson model and are shown in Figure 16.
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Fig. 16. Adsorption isotherm of Nickel on different samples fit the Redlich-Peterson model.

The importance of the role of oxygenated groups on the activated carbon surface in the
adsorption process of ions from aqueous solution has been highlighted by many authors
(Puziy et al. 2002). It is generally considered that the removal of an ion is mainly attributed
to the interaction of surface groups and the ion, through various mechanisms, such as:
formation of metal complexes like COOH-M and / or donor-acceptor reactions of electrons
(Petit et al. 2010; Moreno-Castilla et al. 2010), that is, by establishing specific interactions,
therefore, these mechanisms are favored when the solid undergoes an oxidation process as
in the case of the sample GACoxN, which has a higher adsorption capacity with respect to
other ones, this capacity decreased in heat-treated samples after the process oxidation
ratifying the importance of the presence of oxygenated surface groups, although it is
important to note that the adsorption capacity of GAC1173 sample is lower, it is also
suggested to contemplate within the mechanisms of adsorption interactions that are not
only specific but also of the dispersive type, to a lesser extent but to complement the
adsorption process.

Activate carbon for the adsorption of phenol

Among various industrial waste to generate contamination there are tires, this waste is a
difficult material to degrade and handle due to its physicochemical composition, generating
a problem of global nature. Therefore alternatives different have been proposed for reuse,
among these are energy production through incineration, combustion, and pyrolysis
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processes. (Nadem et al. 2001) Another alternative that being studied at present is the
production of activated carbon from this waste, there by creating a double benefit for the
environment.

A study was conducted about to granular activated carbon adsorbents prepared from tires.
To this end, the tires were cut into pieces with a size of 10 mm thick, two samples were
treated with phosphoric acid at 20 and 40% p/p (TCP20 and TCP40) and other samples were
treated with potassium hydroxide to the same concentrations (TCK20 And TCK40), then
underwent to a carbonization process in a horizontal furnace at 1123 K for 2 hours. In this
way is prepare by physical activation with CO2, samples were subjected to a pyrolysis
process with N2 at 923 K, and then activation with CO2 at two temperatures 1123 K and
1223 K (TCCO2-1123 and TCCO2-1223) during 2 hours. All samples were characterized by
N2 adsorption at 77 K and immersion calorimetry in benzene. Some of the results obtain are
compiled in Table 9.

Samples SBET Vo DR Eo -AHimm CeHs

(m2/g) (cm?/g) (KJ/mol) (U/8)

TCP20 71.17 0.018 13.59 5.670
TCP40 52.85 0.013 13.62 3.120
TCK20 149.2 0.068 19.95 35.55
TCK40 157.3 0.070 19.63 26.17
TCCO2-850 25.44 0.009 14.23 11.48
TCCO2-950 58.12 0.020 14.92 21.36

Table 9. Characteristics of the samples obtained by gas adsorption and immersion
calorimetry

Figure 17 shows the adsorption isotherms for three coals of the series prepared. the TCK40
sample presents a type I isotherm according to IUPAC classification, feature of microporous
carbons, the samples and TCCO2-1223 and TCP20 have type II isotherms characteristic of
mesoporous carbon, where adsorption occurs in open surface with the formation of
multilayers. (Martin-Martinez 1988)

Immersion calorimetry as mentioned along this chapter, allow complement the
characterization of porous materials. Figure 18 shows the thermograms obtained for the
immersion of the samples in benzene, which is a liquid of wet to assess the area accessible to
the molecule. It is observed that the highest enthalpies are obtained for samples prepared
with sodium hydroxide which is consistent with the surface areas of these samples. By
contrast the samples activated with phosphoric acid have low values compared with those
activated with CO,, probably due to the presence of phosphorus compounds in activated
carbon, which prevents the access of the benzene molecule. (Marsh & Rodriguez-Reinoso.
2007)

From Dubinin Radushkevich equation was calculated pore volume and the characteristic
energy for the samples.
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Fig. 18. Thermograms obtained for the samples.
PV
InV= anD—D(ln?”] (24)

Where V is the volume adsorbed at certain pressures, P/Po is the partial pressure, Vo is the
micropore volume and D is a constant. Bansal et al. 1988
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Figure 19 shows the graphs of DR for the samples TCK40 and TCK20 where you can see that
a deviation from linearity near the saturation pressure, explaining that he has a multilayer
adsorption and capillary condensation in mesopores (Martin-Martinez 1988) consistent
with the isotherms of N obtained which present a mesoporosity of activated carbons.
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Fig. 19. The graphs of DR for the samples. Organized as follows way TCP40-TCK20-TCCO2-
1123.

From of the constant D to be the slope of the graph permit to calculate the characteristic
energy of adsorption given by the following equation:

P
InV=InV,-D|In-=* (24)
[ P

£ _RT
0 \/Bﬂ

Where R is the gas constant, 80414]/mol, T is the critical temperature of liquide nitrogen,
77K and B is the affinity coefficient of nitrogen, 0.34.

Stoeckli and Krahenbtiehl were the first to correlate the enthalpy of benzene with the
microporous parameters, in this work is realized this correlation but for mesoporous
carbons. Figure 20 relates the characteristic energy of the nitrogen molecule with the
enthalpy of immersion of the benzene molecule. In the activated carbons with carbon
dioxide and potassium hydroxide gives a higher characteristic energy to a higher enthalpy
of immersion, unlike those activated with phosphoric acid, which has a decrease in enthalpy
with increasing energy feature, this behavior shows proportionality existing between the
enthalpy of benzene and energy characteristic of Ny, despite being two different methods to
perform. Samples with higher BET surface area have a higher enthalpy of immersion in
benzene which is the expected behavior because it has a greater surface arranged to interact
with benzene (Silvestre-Albero et al.2004).

(25)
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Fig. 20. Relacion entre la entalpia de inmersién y la energia caracteristica del nitrégeno.

Activated Carbon monoliths for CO2 adsorption

Taking into account the interest they have taken the activated carbon monoliths in recent
years, and its potential use in gas adsorption, is being developed in the research group work
which seeks to make a contribution to knowledge of chemistry of solid adsorbents through
the preparation, characterization and functionalization of carbon materials granular and
monolithic type contribute to the study of the process of adsorption / gas capture a high
environmental interest such as carbon dioxide. The CO, adsorption, has been studied as a
way to retain the gas and check for interactions and conditions that govern the process to be
more efficient and better use, the problem with CO- is not simple reason that alternatives are
sought treatment with new materials, which will open avenues and possibilities according
as knowledge of processes such as adsorption is broader.

As a preliminary approach to the preparation of carbonaceous materials of potential interest
in the CO, adsorption, has been carried out the preparation of activated carbon monoliths
disk type take taking advantage of two materials source lignocellulosic s generated as waste
in large quantities in Colombia; coconut shell (samples COD) and African palm stone
(samples CUD), the endocarps of these precursors are impregnated with H3PO, solutions at
different concentrations for a period of 2 hours at 358K, then take a uniaxial press, where the
shaping is done by pressing at 423 K, structures are then carbonized in a horizontal furnace
at a linear heating rate of 1 Kmin-! to a temperature of 723K remaining there 2 hours. Finally,
the monoliths obtained are washed with hot distilled water until neutral pH to remove any
traces of chemical agent used in the impregnation (Rodriguez-Reinoso et al., 2004, Vargas
et al., 2010).

Subsequently, textural, chemical and energy characterization of monoliths is performed to
establish their behavior. The adsorption isotherms of N> at 77K and CO, at 273 K are
determined, the experimental data fit the Langmuir model, and further immersion
calorimetry in benzene are performed (0.37 nm) to establish energy correlations.
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Fig. 21. Nitrogen adsorption isotherms at 77K and CO; at 273K for the monoliths with high
and low adsorption capacity, with each precursor.

Some of nitrogen and carbon dioxide isotherms obtained for disks are shown in Figure 22, is
evidence the obtaining of microporous solids fact is justified by the form type I isotherms,
these solids have a surface area between 975 and 1711 m2g-! and n, between 11.49 and 18.02
mmol, experimental results indicated that the monoliths prepared from African palm stone
have higher adsorption capacity and therefore a larger surface area, further shows that the
change in the concentration of H3POy4 produces a greater effect on the textural characteristics
of samples CUD compared with the COD.
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The obtained carbon monoliths were tested as potential adsorbents for CO; finding a
retention capacity between 88-164 mgCO,g! at 273K and atmospheric pressure, in Figure 22
to observe the isotherms of the samples with higher and lower CO; adsorption capacity in
each series, the monoliths with a better performance in the retention of this gas were COD32
and CUD28.

The table 10 compiles the characteristics of the carbon monoliths prepared, show the data
obtained for the interaction of three molecules of interest in the characterization of materials.
Additionally, adsorption data were used for the calculation of three parameters: nopr, Nmr,
Ki which are measures of the adsorption capacity.

N> CO;, Cs He
Sample Sper - - - » Eo AH. Eo
myg ™ | ™ ™ (KJ/mol) | (/g)  (Ky/mol)

COD28 1270 1419 | 488 6.95 0.029 16.01 130 20.90
COD32 1320 13.86 | 510 6.64 0.031 16.87 147 24.03
COD36 1318 1415 | 491 656 0.035 16.80 132 21.33
COD48 975 1149 | 475 475 0.055 18.58 112 2243
CUD28 1013 1212 | 493 536 0.054 19.12 123 21.47
CUD32 1397 13.35 | 438 6.87 0.028 16.76 130 21.12
CUD36 1711 18.02 | 292 453 0.027 16.85 120 14.80
CUD48 1706 18.65 | 236 3.99 0.025 17.63 96 11.48

Table 10. Characteristics of carbon monoliths.

Figure 22 shows the relationship between the number of moles of the monolayer determined
by two different models, n, by the Langmuir model and n, calculated from Dubinin
Raduskevich, shows that the data are a tendency for both precursors although they are
calculated from models with different considerations. There are two points that fall outside
the general trend CUD28 and COD32 samples, which despite having the highest value of n,
in each series not have the highest nn,

The Dubinin Raduskevich equation is use to determinate, the characteristic adsorption
energies of N> and CO» (Eo) for each samples, likewise by the Stoeckli y Krahenbiiehl
equation (equation 14) was determined benzene (Eo), in Figure 23 shows the relationship
between the characteristic energies determined by two different characterization techniques
and found two trends in the data which shows the heterogeneity of carbonaceous surfaces
of the prepared samples. The characteristic energy of CO; adsorption, is lower in almost all
the monoliths compared to Eo of immersion in benzene, this is consistent considering that
due to the size of the CO, molecule 0.33 nm, this can be accessed easily to narrow pores,
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while benzene has a size of 0.37 nm for slit-shape pores and 0.56 nm for cylindrical restricts
its accessibility and generates an increase in Eo. In Figure 19a shows that the COD samples
show a trend, except COD32 which again leaves the general behavior, this can be attributed
to the monolith has a narrow micropores limits the interaction with the benzene molecule,
generating a higher Eo.
In the case of samples CUD48 and CUD36 which present a larger surface area, there is a
greater more CO2 Eo compared to benzene Eo, in these samples increased the concentration
of chemical agent degrades carbonaceous matrix producing a widening pore that provides
access to benzene and leads to a decrease in Eo.
Figure 24 relates the characteristic adsorption energy in benzene with the immersion
enthalpy in this molecule, can be observed for most samples an increase of the immersion
enthalpy with the characteristic energy of the process, which is consistent since the
characteristic energy is a measure of the magnitude of the interaction between the solid and

the adsorbate is ratified with the increase of enthalpy value.
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Fig. 22. Relationship between ny, and n, samples of each series.
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Additionally, establishing correlations between energetic parameters determined by
different models and textural characteristics, figure 25 a) and b) show the relationship
between the characteristic energy and BET area of the COD samples, different behaviors can
be observed for each molecule, in the case characteristic adsorption energy of benzene
shows a decrease with increasing area of the discs for samples COD28, COD48, but there
was an increase in the COD36 and COD32 samples with higher values for surface area. To
CUD, as shown in Figure 25 c¢) and d) in the case of benzene adsorption, for all samples
shows a decrease in Eo. The characteristic adsorption energy carbon dioxide molecule
shows a decrease with increasing the BET area, for COD32, COD36 there is a slight increase
in Eo attributed to these samples have more narrow micropores that can be seen in the value
of n, CO,. A similar trend shows the CUD discs; the decrease in the characteristic energy
with increasing surface area of the monoliths is related to the increased amount of
mesopores in the material, since the adsorption energy decreases with increasing pore size
(Stoeckli et al., 1989).
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1. Introduction

Thermodynamics is the branch of science that is concerned with the principles of energy
transformation in macroscopic systems. Macroscopic properties of matter arise from the
behavior of a very large number of molecules. Thermodynamics is based upon experiment
and observation, summarized and generalized in the Laws of Thermodynamics. These laws are
not derivable from any other principle: they are in fact improvable and therefore can be
regarded as assumptions only; nevertheless their validity is accepted because exceptions
have never been reported. These laws do not involve any postulates about atomic and
molecular structure but are founded upon observation about the universe as it is, in terms of
instrumental measurements. In order to represent the state of a gas or a liquid or a solid
system, input data of average quantities such as temperature (T), pressure (P), volume (V),
and concentration (c) are used. These averages reduce the enormous number of variables
that one needs to start a discussion on the positions and momentums of billions of
molecules. We use the thermodynamic variables to describe the state of a system, by
forming a state function:

P=f(V, T, n) @

This simply shows that there is a physical relationship between different quantities that one
can measure in a gas system, so that gas pressure can be expressed as a function of gas
volume, temperature and number of moles, n. In general, some relationships come from the
specific properties of a material and some follow from physical laws that are independent of
the material (such as the laws of thermodynamics). There are two different kinds of
thermodynamic variables: intensive variables (those that do not depend on the size and
amount of the system, like temperature, pressure, density, electrostatic potential, electric
field, magnetic field and molar properties) and extensive variables (those that scale linearly
with the size and amount of the system, like mass, volume, number of molecules, internal
energy, enthalpy and entropy). Extensive variables are additive whereas intensive variables
are not (Adamson, A.W. and Gast, A.P. 1997).

In thermodynamic terms, the object of a study is called the system, and the remainder of the
universe, the surroundings. Amounts of the order of a mole of matter are typical in a system
under consideration, although thermodynamics may remain applicable for considerably
smaller quantities. The imaginary envelope, which encloses the system and separates it from
its surroundings, is called the boundary of the system. This boundary may serve either to
isolate the system from its surroundings, or to provide for interaction in specific ways
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between the system and surroundings. In practice, if a reactor is used to carry out a chemical
reaction, the walls of the reactor that are in contact with the thermo stated liquid medium
around the reactor may be assumed to be the surroundings of the experimental system. For
particles such as colloids, the medium in which they are immersed may act as the
surroundings, provided nothing beyond this medium influences the particle. An isolated
system is defined as a system to or from which there is no transport of matter and energy.
When a system is isolated, it cannot be affected by its surroundings. The universe is
assumed to be an isolated system. Nevertheless, changes may occur within the system that
are detectable using measuring instruments such as thermometers, pressure gauges etc.
However, such changes cannot continue indefinitely, and the system must eventually reach
a final static condition of internal equilibrium. If a system is not isolated, its boundaries may
permit exchange of matter or energy or both with its surroundings. A closed system is one
for which only energy transfer is permitted, but no transfer of mass takes place across the
boundaries, and the total mass of the system is constant. As an example, a gas confined in an
impermeable cylinder under an impermeable piston is a closed system. For a closed system,
this interacts with its surroundings; a final static condition may be reached such that the
system is not only internally at equilibrium but also in external equilibrium with its
surroundings. A system is in equilibrium if no further spontaneous changes take place at
constant surroundings. Out of equilibrium, a system is under a certain stress, it is not
relaxed, and it tends to equilibrate. However, in equilibrium, the system is fully relaxed. If a
system is in equilibrium with its surroundings, its macroscopic properties are fixed, and the
system can be defined as a given thermodynamic state. It should be noted that a
thermodynamic state is completely different from a molecular state because only after the
precise spatial distributions and velocities of all molecules present in a system are known
can we define a molecular state of this system. An extremely large number of molecular
states correspond to one thermodynamic state, and the application of statistical
thermodynamics can form the link between them (Lyklema, J. 2005), (Dabrowski A., 2001).

2. Energy, work and heat

2.1 The first law of thermodynamics

Generally, when a system passes through a process it exchanges energy U with its
environment. The energy change in the system AU may result from performing work w on
the system or letting the system perform work, and from exchanging heat q between the
system and the environment

AU=qg+w (2)
The heat and the work supplied to a system are withdrawn from the environment, such
that, according to the first law of thermodynamics

AU +AU

system environment

=0 ®)

The First Law of thermodynamics states that the energy content of the universe (or any
other isolated system) is constant. In other words, energy can neither be created nor
annihilated. It implies the impossibility of designing a perpetuum mobile, a machine that
performs work without the input of energy from the environment. The First Law also
implies that for a system passing from initial state 1 to final state 2 the energy change



Thermodynamics of Interfaces 203

A, ,U does not depend on the path taken to go from 1 to 2. A direct consequence of that

conclusion is that U is a function of state: when the macroscopic state of a system is fully
specified with respect to composition, temperature, pressure, and so on (the so-called state
variables), its energy is fixed. This is not the case for the exchanged heat and work. These
quantities do depend on the path of the process. For an infinitesimal small change of the
energy of the system

AU = 8q + 6w )

For w and, hence, dw , various types of work may be considered, such as mechanical work
resulting from compression or expansion

of the system, electrical work, interfacial work associated with expanding or reducing the
interfacial area between two phases, and chemical work due to the exchange of matter
between system and environment. All types of work are expressed as IXdY , where X and Y
are state variables. X is an intensive property (independent of the extension of the system)
and Y the corresponding extensive property (it scales with the extension of the system).
Examples of such combinations of intensive and extensive properties are pressure p and
volume V, interfacial tension y and interfacial area A, electric potential ¥ and electric charge
Q, the chemical potential p; of component i, and the number of moles n; of component i. As a
rule, X varies with Y but for an infinitesimal small change of Y, X is approximately constant.
Hence, we may write

dU =0q—pdV + ydA+ydQ+ " pdn, ()

The terms of type XdY in Eq. above represent mechanical (volume), interfacial, electric, and
chemical works, respectively. D implies summation over all components in the system. It

is obvious that for homogeneous systems the ydA term is not relevant.

2.2 The second law of thermodynamics: entropy

According to the First Law of thermodynamics the energy content of the universe is
constant. It follows that any change in the energy of a system is accompanied by an equal,
but opposite, change in the energy of the environment. At first sight, this law of energy
conservation seems to present good news: if the total amount of energy is kept constant why
then should we be frugal in using it? The bad news is that all processes always go in a
certain direction, a direction in which the energy that is available for performing work
continuously decreases.

Entropy, S, is the central notion in the Second Law. The entropy of a system is a measure of
the number of ways the energy can be stored in that system. In view of the foregoing, any
spontaneous process goes along with an entropy increase in the universe that is, AS > 0. If as
a result of a process the entropy of a system decreases, the entropy of the environment must
increase in order to satisfy the requirement AS > 0 (Levine, I.N., 1990).

Based on statistical mechanics, the entropy of a system, at constant U and V can be
expressed by Boltzmann's law

S, =k;nw (6)

u
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where w is the number of states accessible to the system and kg is Boltzmann’s constant. For
a given state w is fixed and, hence, so is S. It follows that S is a function of state. It
furthermore follows that S is an extensive property: for a system comprising two
subsystems (a and b) w= w, + w}, and therefore, because of, S = S,+ Sp. The entropy change
in a system undergoing a process1— 2 is thermodynamically formulated in terms of the
heat 0g taken up by that system and the temperature T at which the heat uptake
occurs(sraelachvili, J. 1991):

6q
AS > 7

me—

Because the temperature may change during the heat transfer is written in differential form
(Pitzer, K.S. and Brewer L. 1961).

2.3 Reversible processes

In contrast to the entropy, heat is not a function of state. For the heat change it matters
whether a process 1— 2 is carried out reversibly or irreversibly. For a reversible process,
that is, a process in which the system is always fully relaxed

Y,
T

AS=| ®)
Infinitesimal small changes imply infinitesimal small deviations from equilibrium and,
therefore, reversibility. The term 07 in (5) may then be replaced by TdS, which gives

dU:Tds—pdV-t—;/dAH//dQ-t—z,uldnl )

where all terms of the right-hand side are now of the form XdY. Equation (9) allows the
intensive variables X to be expressed as differential quotients, such as, for instance,

7= s (10)
where the subscripts indicate the properties that are kept constant. In other words, the
interfacial tension equals the energy increment of the system resulting from the reversible
extension of the interface by one unit area under the conditions of constant entropy, volume,
electric charge, and composition. The required conditions make this definition very
impractical, if not in operational. If the interface is extended it is very difficult to keep
variables such as entropy and volume constant.

The other intensive variables may be expressed similarly as the change in energy per unit
extensive property, under the appropriate conditions (Tempkin M. I. and Pyzhev V., 1940).

2.4 Maxwell relations
At equilibrium, implying that the intensive variables are constant throughout the system, (9)
may be integrated, which yields

U=TdS-pV +yA+yQ+2, un, (11)
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To avoid impractical conditions when expressing intensive variables as differential
quotients as, for example auxiliary functions are introduced. These are the enthalpy H,
defined as

H=U+pV (12)
the Helmholtz energy
A=U-TS (13)
and the Gibbs energy
G=U+pV-TS=H-TS=A+pV (14)

Since U is a function of state, and p, V, T, and S are state variables, H, A, and G are also
functions of state. The corresponding differentials are

dH =TdS+Vdp + ydA+wdQ+ X, udn, (15)
dA =-SdT —pdV + ydA +wdQ+ %, pdn, (16)
AdG =-SdT +Vdp + ydA +ydQ+ X, udn, 17)

Expressing y, W, or p; as a differential quotient requires constancy of Sand V,Sand p, Tand V,
and T and p, when using the differentials dU, dH, dA, and dG, respectively. In most cases the
conditions of constant T and V or constant T and p are most practical. It is noted that for
heating or cooling a system at constant p, the heat exchange between the system and its
environment is equal to the enthalpy exchange. Hence, for the heat capacity, at constant p,

oq dH
c (%, _4H 18
=D, =60, (18)
In general, for a function of state f that is completely determined by variables x and y, df =
Adx + Bdy. Cross-differentiation in df gives(0A /dy), =(0B /0x),, known as a Maxwell
relation. Similarly, cross-differentiation in dU, dH, dA, and dG yields a wide variety of
Maxwell relations between differential quotients. For instance, by cross-differentiation in dG

we find, (Lyklema, L. 1991), (Pitzer, K.S. and Brewer L. 1961).

oy 0S
(aiT)p,A,Q,ni/s = _(aiA)T,p,Q,njls 19

2.5 Molar properties and partial molar properties

Molar properties, indicated by a lowercase symbol, are defined as an extensive property Y
per mole of material: y = Y/n. Since they are expressed per mole, molar quantities are
intensive.

For a single component system Y is a function of T; p; . . . ; n. Many extensive quantities vary
linearly with n, but for some (e.g., the entropy) the variation with n is not proportional. In
the latter case y is still a function of n. In a two-, three- or multi-component system (i.e., a
mixture), the contribution of each component to the functions of state, say, the energy of the
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system cannot be assigned unambiguously. This is because the energy of the system is not
simply the sum of the energies of the constituting components but includes the interaction
energies between the components as well. It is impossible to specify which part of the total
interaction energy belongs to component i. For that reason partial molar quantities y; are
introduced. They are defined as the change in the extensive quantity Y pertaining to the
whole system due to the addition of one mole of n; under otherwise constant conditions.
Because by adding component i the composition of the mixture and, hence, the interactions
between the components are affected, y; is defined as the differential quotient (Prausnitz,
J.M., and et al. 1999).

oY
Yy, = (a)T,p,.,..,n]’;gl (20)
The partial molar quantities are operational; that is, they can be measured. Now Y, . can

be obtained as >, n,y, A partial molar quantity often encountered is the partial molar Gibbs
energy (Aveyard, R. and Haydon, D.A., 1973),

oG
= 21
8 [ Zin‘.j N (21)
Tp i
According to (17)
oG
8 E[] =4 (22)
on, ) . .
Pt

that is, at constant . ,the chemical potential of component i in a mixture equals its

Tp i

partial molar Gibbs energy.
By cross-differentiation in (17) the temperature- and pressure-dependence of u; can be

derived as
(6;11) :_(%j s (23)
or Pt 61/11 Tprjei

M =8 EHi_TSi (24)

With

it can be deduced that

[a(u,. /T)j _H
aT p,mnils T2

The pressure-dependence of mi is also obtained from (17):

[a“rj :(Wj o 26)
8]:7 T,.nis 67’11 Top.njei
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For an ideal gas

v =R @)
on
in which R is the universal gas constant. Combining (26) and (27) gives, after integration, an
expression for pi(pi) in an ideal gas

4 =i+ RTnp, (28)

where ' is an integration constant that is independent of piy ' =u(p,=1), its value

depending on the units in which p; is expressed. Similarly, without giving the derivation
here, it is mentioned that for the chemical potential of component i in an ideal solution

4=’ +RTInc, (29)

where ¢; is the concentration of i in the solution. In more general terms, for an ideal mixture
=4 +RTInX, (30)

where Xi is the mole fraction of i in the mixture, defined as X, =n, /> n, . Note that the
value of g is the one obtained for mi by extrapolating to Xi=1 assuming ideality of the
mixture. This value deviates from the real value of y; for pure i, because in the case of pure i
the “mixture” is as far as possible from ideal. As said p; and g’ are defined per unit X, ¢;,
and p;, respectively, and their values are therefore independent of the configurations of i in
the mixture. They do depend on the interactions between i and the other components and
therefore on the types of substances in the mixture. Because Xj, c¢;, and p; are expressed in
different units, the values for p; and x4 differ (Keller J.U., 2005)

The RTIn X; term in Eq. (30) or, for that matter, the RTInc; and RTInp; terms in (28) and (29)
do not contain any variable pertaining to the types of substances in the mixture. Hence,
these terms are generic. Interpretation of the

RTInX; term follows from

ou ou’
—L =—+RInX
[aT j o | 1

which, because of (23), gives
s, =s, —RInX, (32)

The partial molar entropy of i is composed of a part s/ ,which is independent of the
configurations of i in the mixture but dependent on the interactions of i with the other
components, and a part RIn Xj, which takes into account the possible configurations of i. It
follows that the RTInX; (or RTInc; or RTInp;) term in the expressions for p; stems from the
configurationally possibilities as well.
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3. Basic thermodynamics of interfaces

For an open system of variable surface area, the Gibbs free energy must depend on
composition, temperature, T, pressure, p, and the total surface area, A:

G=G(T,p,An,n,,.n,) (33)
From this function it follows that:
dG = (ﬁj dT + (ac} dp + [§] dA+y " [aG] dn, (34)
or P 67:7 pnj oA T.pnj 61’11 T.pnj

The first two partial differentials refer to constant composition, so we my use the general
definitions:

G=H-TS=U+PV-TS (35)
To obtain
S= —(ﬁj (36)
aT f’,u]'
and
V= _[GG] (37)
O )y

Insertion of these relations into (35) gives us the fundamental result

dG =—SdT +Vdp+ ydA -+ udn, (38)

where the chemical potential p; is defined as:

oG
“= [j (39)
on, )
/T pnj

oG
_| 9= 40
4 (aAl,,,,ﬂj 4

The chemical potential is defined as the increase in free energy of a system on adding an
infinitesimal amount of a component (per unit number of molecules of that component
added) when T, p and the composition of all other components are held constant. Clearly,
from this definition, if a component ‘i’ in phase A has a higher chemical potential than in
phase B (that is, x> u’) then the total free energy will be lowered if molecules are
transferred from phase A to B and this will occur in a spontaneous process until the

and the surface energy vy as:
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chemical potentials equalize, at equilibrium. It is easy to see from this why the chemical
potential is so useful in mixtures and solutions in matter transfer (open) processes (Norde,
W., 2003). This is especially clear when it is understood that mi is a simple function of
concentration, that is:

=’ +kTInC, (41)

for dilute mixtures, where mi o is the standard chemical potential of component ‘i’, usually 1
M for solutes and 1 atm for gas mixtures. This equation is based on the entropy associated
with a component in a mixture and is at the heart of why we generally plot measurable
changes in any particular solution property against the log of the solute concentration,
rather than using a linear scale. Generally, only substantial changes in concentration or
pressure produce significant changes in the properties of the mixture. (For example,
consider the use of the pH scale.) (Koopal LK., and et al. 1994).

3.1 Thermodynamics for closed systems

The First Law of Thermodynamics is the law of conservation of energy; it simply requires
that the total quantity of energy be the same both before and after the conversion. In other
words, the total energy of any system and its surroundings is conserved. It does not place
any restriction on the conversion of energy from one form to another. The interchange of
heat and work is also considered in this first law. In principle, the internal energy of any
system can be changed, by heating or doing work on the system. The First Law of
Thermodynamics requires that for a closed (but not isolated) system, the energy changes of
the system be exactly compensated by energy changes in the surroundings. Energy can be
exchanged between such a system and its surroundings in two forms: heat and work. Heat
and work have the same units (joule, ]) and they are ways of transferring energy from one
entity to another. A quantity of heat, Q, represents an amount of energy in transit between a
system and its surroundings, and is not a property of the system. Heat flows from higher to
lower temperature systems. Work, W, is the energy in transit between a system and its
surroundings, resulting from the displacement of external force acting on the system. Like
heat, a quantity of work represents an amount of energy and is not a property of the system.
Temperature is a property of a system while heat and work refer to a process. It is important
to realize the difference between temperature, heat capacity and heat: temperature, T, is a
property which is equal when heat is no longer conducted between bodies in thermal
contact and can be determined with suitable instruments (thermometers) having a reference
system depending on a material property (for example, mercury thermometers show the
density differences of liquid mercury metal with temperature in a capillary column in order
to visualize and measure the change of temperature). Suppose any closed system (thus
having a constant mass) undergoes a process by which it passes from an initial state to a
final state. If the only interaction with its surroundings is in the form of transfers of heat, Q,
and work, W, then only the internal energy, U, can be changed, and the First Law of
Thermodynamics is expressed mathematically as (Lyklema, J. ;2005 & Keller J.U.;2005)

AU=U,,-U,, =Q+W (42)

initial

where Q and W are quantities inclusive of sign so that when the heat transfers from the
system or work is done by the system, we use negative values in Equation (11). Processes
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where heat should be given to the system (or absorbed by the system) (Q > 0) are called
endothermic and processes where heat is taken from the system (or released from the
system) (Q < 0) are called exothermic. The total work performed on the system is W. There
are many different ways that energy can be stored in a body by doing work on it:
volumetrically by compressing it; elastically by straining it; electrostatically by charging it;
by polarizing it in an electric field E; by magnetizing it in a magnetic field H; and
chemically, by changing its composition to increase its chemical potential. In interface
science, the formation of a new surface area is also another form of doing work. Each
example is a different type of work - they all have the form that the (differential) work
performed is the change in some extensive variable of the system multiplied by an intensive
variable. In thermodynamics, the most studied work type is pressure-volume work, Wpy, on
gases performed by compressing or expanding the gas confined in a cylinder under a piston.
All other work types can be categorized by a single term, non-pressure-volume work, Wron-pv.
Then, W is expressed as the sum of the pressure-volume work, Wpy, and the non pressure-
volume work, Whon.pv, when many types of work are operative in a process (Miladinovic N.,
Weatherley L.R. 2008).

Equation (11) states that the internal energy, AU depends only on the initial and final states
and in no way on the path followed between them. In this form, heat can be defined as the
work-free transfer of internal energy from one system to another. Equation (11) applies both to
reversible and irreversible processes. A reversible process is an infinitely slow process during
which departure from equilibrium is always infinitesimally small. In addition, such
processes can be reversed at any moment by infinitesimal changes in the surroundings (in
external conditions) causing it to retrace the initial path in the opposite direction. A
reversible process proceeds so that the system is never displaced more than differentially
from an equilibrium state. An irreversible process is a process where the departure from
equilibrium cannot be reversed by changes in the surroundings. For a differential change,
Equation (11) is often used in the differential form (Scatchard, G. 1976), (Zeldowitsch J.,
1934):

AU = 6W +6Q 43)

for reversible processes involving infinitesimal changes only. The internal energy, U is a
function of the measurable quantities of the system such as temperature, volume, and
pressure, which are all state functions like internal energy itself. The differential dU is an
exact differential similar to dT, dV, and dP; so we can always integrate

ﬁ f (U)dll} expression.

3.2 Derivation of the gibbs adsorption isotherm

Let us consider the interface between two phases, say between a liquid and a vapor, where a
solute (i) is dissolved in the liquid phase. The real concentration gradient of solute near the
interface may look like Figure 10.1. When the solute increases in concentration near the
surface (e.g. a surfactant) there must be a surface excess of soluten’, compared with the
bulk value continued right up to the interface. We can define a surface excess concentration
(in units of moles per unit area) as:
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r = (44)

liquid phase vapour phase

bulk concentration of surface excess

solute (i) in liquid phase //
L

bulk concentration of solute
in vapour phase ~ 0

Fig. 1. Diagram of the variation in solute concentration at an interface between two phases.

add more of surface
active component ‘i’

monitor change in work required to create
new surface area (i.e. ) as add component ‘i’

Fig. 2. Diagrammatic illustration of the change in surface energy caused by the addition of a
solute.

where A is the interfacial area (note that I'; may be either positive or negative). Let us now
examine the effect of adsorption on the interfacial energy (y). If a solute ‘i’ is positively
adsorbed with a surface density of I';, we would expect the surface energy to decrease on
increasing the bulk concentration of this component (and vice versa). This situation is
illustrated in Figure 10.2, where the total free energy of the system GT and mi are both
increased by addition of component i but because this component is favourably adsorbed at
the surface (only relative to the solvent, since both have a higher energy state at the surface),
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the work required to create new surface (i.e. y) is reduced. Thus, although the total free
energy of the system increases with the creation of new surface, this process is made easier
as the chemical potential of the selectively adsorbed component increases (i.e. with
concentration). This reduction in surface energy must be directly related to the change in
chemical potential of the solute and to the amount adsorbed and is therefore given by the
simple relationship (Zeldowitsch J., 1934):

dy =—Tdy, (45)
or, for the case of several components,
dy=-%,Tduy, (46)

The change in mi is caused by the change in bulk solute concentration. This is the Gibbs
surface tension equation. Basically, these equations describe the fact that increasing the
chemical potential of the adsorbing species reduces the energy required to produce new
surface (i.e. y). This, of course, is the principal action of surfactants, which will be discussed
in more detail in a later section. Using this result let us now consider a solution of two
components

dy=-Tdu, —T,du, (47)
and hence the adsorption excess for one of the components is given by
r, ——[ﬂ (48)
Oty )y

Thus, in principle, we could determine the adsorption excess of one of the components from
surface tension measurements, if we could vary ml independently of p,. But the latter
appears not to be possible, because the chemical potentials are dependent on the
concentration of each component. However, for dilute solutions the change in p for the
solvent is negligible compared with that of the solute. Hence, the change for the solvent can
be ignored and we obtain the simple result that

dy =-T\du, (49)

Now, since p = p2+RTlInc;, differentiation with respect to ¢; gives

(aﬂlj =RT[61“C1] _RT (50)

oc, oc, c

Then substitution in (49) leads to the result:

ro_ L 9 | _&[or (1)
' RT(@Inc, ) RT\éc, ),

This is the important Gibbs adsorption isotherm. (Note that for concentrated solutions the
activity should be used in this equation.) An experimental measurement of y over a range of
concentrations allows us to plot y against Inc; and hence obtain I';, the adsorption density at
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the surface. The validity of this fundamental equation of adsorption has been proven by
comparison with direct adsorption measurements. The method is best applied to
liquid/vapor and liquid/liquid interfaces, where surface energies can easily be measured.
However, care must be taken to allow equilibrium adsorption of the solute (which may be
slow) during measurement.

Finally, it should be noted that (51) was derived for the case of a single adsorbing solute (e.g.
a non-ionic surfactant). However, for ionic surfactants such as CTAB, two species (CTA* and
Br-) adsorb at the interface. In this case the equation becomes(Murrell, ].N. and Jenkins, A.D.
1994), (Ng]J.C.Y., and et al. 2002):

PO 4 (52)
2RT\dInc, ),,

because the bulk chemical potentials of both ions change with concentration of the
surfactant.

4. Fundamentals of pure component adsorption equilibrium

Adsorption equilibria information is the most important piece of information in
understanding an adsorption process. No matter how many components are present in the
system, the adsorption equilibria of pure components are the essential ingredient for the
understanding of how many those components can be accommodated by a solid adsorbent.
With this information, it can be used in the study of adsorption kinetics of a single
component, adsorption equilibria of multicomponent systems, and then adsorption kinetics
of multicomponent systems. In this section, we present the fundamentals of pure
component equilibria. Various fundamental equations are shown, and to start with the
proceeding we will present the most basic theory in adsorption: the Langmuir theory (1918).
This theory allows us to understand the monolayer surface adsorption on an ideal surface.
By an ideal surface here, we mean that the energy fluctuation on this surface is periodic and
the magnitude of this fluctuation is larger than the thermal energy of a molecule (kT), and
hence the troughs of the energy fluctuation are acting as the adsorption sites. If the distance
between the two neighboring troughs is much larger than the diameter of the adsorbate
molecule, the adsorption process is called localised and each adsorbate molecule will occupy
one site. Also, the depth of all troughs of the ideal surface are the same, that is the
adsorption heat released upon adsorption on each site is the same no matter what the
loading is. After the Langmuir theory, we will present the Gibbs thermodynamics approach.
This approach treats the adsorbed phase as a single entity, and Gibbs adapted the classical
thermodynamics of the bulk phase and applied it to the adsorbed phase. In doing this the
concept of volume in the bulk phase is replaced by the area, and the pressure is replaced by
the so-called spreading pressure. By assuming some forms of thermal equation of state
relating the number of mole of adsorbate, the area and the spreading pressure (analogue of
equations of state in the gas phase) and using them in the Gibbs equation, a number of
fundamental equations can be derived, such as the linear isotherm, etc (Mohan D., Pittman Jr
C.U. 2006).

Following the Gibbs approach, we will show the vacancy solution theory developed by
Suwanayuen and Danner in 1980. Basically in this approach the system is assumed to
consist of two solutions. One is the gas phase and the other is the adsorbed phase. The
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difference between these two phases is the density. One is denser than the other. In the
context of this theory, the vacancy solution is composed of adsorbate and vacancies. The
latter is an imaginary entity defined as a vacuum space which can be regarded as the solvent
of the system. Next, we will discuss one of the recent equations introduced by Nitta and his
co-workers. This theory based on statistical thermodynamics has some features similar to
the Langmuir theory, and it encompasses the Langmuir equation as a special case. Basically
it assumes a localized monolayer adsorption with the allowance that one adsorbate
molecule can occupy more than one adsorption site. Interaction among adsorbed molecules
is also allowed for in their theory. As a special case, when the number of adsorption sites
occupied by one adsorbate molecule is one, their theory is reduced to the Fowler-
Guggenheim equation, and further if there is no adsorbate-adsorbate interaction this will
reduce to the Langmuir equation. Another model of Nitta and co-workers allowing for the
mobility of adsorbed molecules is also presented in this section.

_ @ adsorbate molecule

I

lxT

—

D
adsorption site

Fig. 3. Surface energy fluctuations

4.1 Langmuir equation

Langmuir (1918) was the first to propose a coherent theory of adsorption onto a flat surface
based on a kinetic viewpoint, that is there is a continual process of bombardment of
molecules onto the surface and a corresponding evaporation (desorption) of molecules from
the surface to maintain zero rate of accumulation at the surface at equilibrium. The
assumptions of the Langmuir model are:

4.1.1 Surface is homogeneous, that is adsorption energy is constant over all sites
4.1.2 Adsorption on surface is localized, that is adsorbed atoms or molecules are
adsorbed at definite, localized sites

4.1.3 Each site can accommodate only one molecule or atom

The Langmuir theory is based on a kinetic principle, that is the rate of adsorption (which is
the striking rate at the surface multiplied by a sticking coefficient, sometimes called the
accommodation coefficient) is equal to the rate of desorption from the surface. The rate of
striking the surface, in mole per unit time and unit area, obtained from the kinetic theory of
gas is:
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Rt (53)

© J27MRT

To give the reader a feel about the magnitude of this bombardment rate of molecule, we
tabulate below this rate at three pressures

P (Torr) R, (molecules/cm?/sec)
760 3Ix 108
1 4x10%
10° 4x 107

Table 1. Magnitude of bombardment rate of molecule

This shows a massive amount of collision between gaseous molecules and the surface even
at a pressure of 10-3 Torr. A fraction of gas molecules striking the surface will condense and
is held by the surface force until these adsorbed molecules evaporate again (see Figure
10.4.). Langmuir (1918) quoted that there is good experimental evidence that this fraction is
unity, but for a real surface which is usually far from ideal this fraction could be much less
than unity. Allowing for the sticking coefficient a (which accounts for non perfect sticking),
the rate of adsorption in mole adsorbed per unit bare surface area per unit time is:

R = aP (54)

" 2ZMRT

Evaporation

Reflection

Adsorption

i |

Fig. 4. Schematic diagram of Langmuir adsorption mechanism on a flat surface

This is the rate of adsorption on a bare surface. On an occupied surface, when a molecule
strikes the portion already occupied with adsorbed species, it will evaporate very quickly,
just like a reflection from a mirror. Therefore, the rate of adsorption on an occupied surface
is equal to the rate given by eq. (54) multiplied by the fraction of empty sites, that is:

R-—2C (1_9 (55)

© J22MRT
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where © is the fractional coverage. Here R, is the number of moles adsorbed per unit area
(including covered and uncovered areas) per unit time. The rate of desorption from the
surface is equal to the rate, which corresponds to fully covered surface (kq), multiplied by
the fractional coverage, that is:

-E
R, =k0=k L1 56
d d dwexp{RT] ( )

8

where Eyq is the activation energy for desorption, which is equal to the heat of adsorption for
physically adsorbed species since there is no energy barrier for physical adsorption. The
parameter k, is the rate constant for desorption at infinite temperature. The inverse of this

parameter is denoted as

T, = (57)
The average residence time of adsorption is defined as:

r, =7, (58)

This means that the deeper is the potential energy well higher E4 the longer is the average
residence time for adsorption. For physical adsorption, this surface residence time is
typically ranging between 10-13 to 10 sec, while for chemisorption this residence time has a
very wide range, ranging from 10 (for weak chemisorption) to about 10° for systems such
as CO chemisorbed on Ni. Due to the Arrhenius dependence on temperature this average
surface residence time changes rapidly with temperature, for example a residence time of
100 at 300K is reduced to only 2 sec at 500K for a system having a desorption energy of 120
kJ/mole. Equating the rates of adsorption and desorption (Equations. 55 and 56), we obtain
the following famous Langmuir isotherm written in terms of fractional loading:

bP
o= 1rop 9

where
p=2OPQ/RD o o/RT) (60)

k,,\27MRT

Here Q is the heat of adsorption and is equal to the activation energy for desorption, Eq. The
parameter b is called the affinity constant or Langmuir constant. It is a measure of how
strong an adsorbate molecule is attracted onto a surface. The pre exponential factor »  of the
affinity constant is:

h=— 2 (61)

© k,\27MR T

which is inversely proportional to the square root of the molecular weight. When P is in
Torr, the magnitude of »_ for nitrogen is given by Hobson (1965) as:
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b, =5.682x 107 (MT)™*Torr™ (62)

The isotherm equation (59) reduces to the Henry law isotherm when the pressure is very
low (bP << 1), that is the amount adsorbed increases linearly with pressure, a constraint
demanded by statistical thermodynamics. When pressure is sufficiently high, the amount
adsorbed reaches the saturation capacity, corresponding to a complete coverage of all
adsorption sites with adsorbate molecules, this is called monolayer coverage, § - 1. The
behavior of the Langmuir isotherm (6 versus P) is shown in Fig. 5.

Inf:rease inQ andi)

Amount |

adsorbed
4
2 : Increasein T
[1 ] A + PR
0 100 200 300 400 500
Pressure

Fig. 5. Behavior of the Langmuir equation

When the affinity constant b is larger, the surface is covered more with adsorbate molecule
as a result of the stronger affinity of adsorbate molecule towards the surface. Similarly,
when the heat of adsorption Q increases, the adsorbed amount increases due to the higher
energy barrier that adsorbed molecules have to overcome to evaporate back to the gas
phase. Increase in the temperature will decrease the amount adsorbed at a given pressure.
This is due to the greater energy acquired by the adsorbed molecule to evaporate. The
isotherm equation (59) written in the form of fractional loading is not useful for the data
correlation as isotherm data are usually collated in the form of amount adsorbed versus
pressure. We now let C, be the amount adsorbed in mole per unit mass or volumel, and Cs
be the maximum adsorbed concentration corresponding to complete monolayer coverage,
then the Langmuir equation written in terms of the amount adsorbed useful for data
correlation is:

C =C ﬂ (63)
* “1+b(T)P
where
b(T)=b,exp(Q/R.T) (64)

Here we use the subscript p to denote the adsorbed phase, and this will be applied
throughout this text. For example, C, is the concentration of the adsorbed phase, and D, is

1 This volume is taken as the particle volume minus the void volume where molecules are present in
free form.
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the diffusion coefficient of the adsorbed phase, V, is the volume of the adsorbed phase, etc.
The temperature dependence of the affinity constant (e.g. 60) is T-1/2 exp(Q/Rg T). This
affinity constant decreases with temperature because the heat of adsorption is positive, that
is adsorption is an exothermic process. Since the free energy must decrease for the
adsorption to occur and the entropy change is negative because of the decrease in the degree
of freedom, therefore

AH =AG+TAS<0 (65)

The negativity of the enthalpy change means that heat is released from the adsorption
process. The Langmuir equation can also be derived from the statistical thermodynamics,
based on the lattice statistics.

4.2 Isosteric heat of adsorption

One of the basic quantities in adsorption studies is the isosteric heat, which is the ratio of the
infinitesimal change in the adsorbate enthalpy to the infinitesimal change in the amount
adsorbed. The information of heat released is important in the kinetic studies because when
heat is released due to adsorption the released energy is partly absorbed by the solid
adsorbent and partly dissipated to the surrounding. The portion absorbed by the solid
increases the particle temperature and it is this rise in temperature that slows down the
adsorption kinetics because the mass uptake is controlled by the rate of cooling of the
particle in the later course of adsorption. Hence the knowledge of this isosteric heat is
essential in the study of adsorption kinetics. The isosteric heat may or may not vary with
loading. It is calculated from the following thermodynamic van't Hoff equation:

AH :_(MnP] (©6)
RT T ).

For Langmuir isotherm of the form given in eq. (63), we take the total differentiation of that
equation and substitute the result into the above van't Hoff equation to get:

AH Q
=—=—+6(1+bP 66
RXT2 RXT2 ( ) (66)

in which we have allowed for the maximum adsorbed concentration (C,) to vary with
temperature and that dependence is assumed to take the form:

dac
N = (67)
C, dT
Since (1+bP) = 1/(1-0), eq. (66) will become:
SRT?
~AH=Q+—= 68
Q 1-6 (©)

The negativity of the enthalpy change indicates that the adsorption process is an exothermic
process. If the maximum adsorbed concentration, C”'s, is a function of temperature and it
decreases with temperature, the isosteric heat will increase with the loading due to the
second term in the RHS of eq. (68). For the isosteric heat to take a finite value at high
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coverage (that is © —> 1) the parameter § (thermal expansion coefficient of the saturation
concentration) must be zero. This is to say that the saturation capacity is independent of
temperature, and as a result the heat of adsorption is a constant, independent of loading.

4.3 Isotherms based on the gibbs approach

The last section dealt with the basic Langmuir theory, one of the earliest theories in the
literature to describe adsorption equilibria. One should note that the Langmuir approach is
kinetic by nature. Adsorption equilibria can be described quite readily by the
thermodynamic approach. What to follow in this section is the approach due to Gibbs. More
details can be found in Yang (1987) and Rudzinski and Everett (1992).

In the bulk a-phase containing N components (Fig. 6), the following variables are specified:
the temperature T«, the volume V@ and the numbers of moles of all species ni@ (fori=1, 2, ...,
N). The upper script is used to denote the phase. With these variables, the total differential
Helmbholtz free energy is:

dA==SdT* —P*dV*" + " u'dn’ (69)

where 5@ is the entropy of the a phase, Pa is the pressure of that phase, n@ is the number of
molecule of the species i, and (4 is its chemical potential.

o vhase
Equilibrium P* T* V¢ n*
pe =pP
S G/plane interface
n T° A° n°
u*=yf

Fig. 6. Equilibrium between the phases a and {3 separated by a plane interface a &

Similarly, for the B -phase, we can write a similar equation for the differential Helmholtz
free energy:

dA=-8"dT’ —P*dV’ + Y ydn! (70)

i=1

If equilibrium exists between the two phases with a plane interface (Fig. 6), we have:

T*=T";P*=P";u = u/ (71)
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that is equality in temperature, pressure and chemical potential is necessary and sufficient
for equilibrium for a plane interface.

N
A“=-PV“+> un’ (72)
i=1

Differentiating eq. (72) and subtracting the result from eq. (69) will give the following Gibbs-
Duhem equation:

N
~VdP-S“dT + Y y'n’ =0 (73)
i=1

for the bulk a phase. As a special case of constant temperature and pressure, the Gibbs-
Duhem's relation is reduced to:

> =0 (74)

Similarly, the Gibbs-Duhem equation for the (3-phase at constant temperature and pressure
is:

N
> un =0 (75)

i=1

5. Thermodynamics of the surface phase

We now can develop a similar thermodynamic treatment for the surface phase &, which is
the interface between the phases a and B, and is in equilibrium with these two phases. When
the adsorbed phase is treated as a two dimensional surface, fundamental equations in
classical thermodynamics can still be applied. Applying the same procedure to surface free
energy, we will obtain the Gibbs adsorption equation. This is done as follows. The total
differentiation of the surface free energy takes the form similar to eq. (69) with PadVP being
replaced by idA :

N
dA° ==S°dT - gdA+ )" pdn? (76)
i=1

where the surface chemical potentials p; have the same values as those of the two joining
phases, 7 is the spreading pressure, playing the same role as pressure in the bulk phase.
Integrating eq. (76) with constant T, 7 and p; yields:

N
A =—mdA+ Z,u,.nf’ (77)
i=1
which is an analogue of eq. (72). Differentiation of this equation yields:
N N .
dA” =—gdA - Adr + ) udn? + Y n’d u, (78)
i=1 i=1

Subtracting eq. (72) from eq. (70), we have the Gibbs equation for a planar surface:
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N
—S°dT — Adz + n’du, =0 (79)

i=1

Adsorption equilibria experiments are usually carried out at constant temperature, therefore
the Gibbs adsorption isotherm equation is:

N
—Adr+ Y n'dy =0 (80)
i=1
For pure component systems (N = 1), we have:

—Adr +ndu=0 (81)

where we have dropped the superscript a for clarity. At equilibrium, the chemical
potential of the adsorbed phase is equal to that of the gas phase, which is assumed to be
ideal, i.e.

1=, :,us-i—RngnP (82)

Substituting eq.(82) into eq.(81), the following Gibbs isotherm equation is derived:

( dz J =IRT (83)
dinP), A °

This equation is the fundamental equation relating gas pressure, spreading pressure and
amount adsorbed. It is very useful in that if the equation of state relating the spreading
pressure and the number of mole on the adsorbed phase is provided, the isotherm
expressed as the number of mole adsorbed in terms of pressure can be obtained (Atkins,
P.W., 1998).

5.1 Linear isotherm
For an ideal surface at infinite dilution, the equation of state relating the spreading pressure
and the number of mole on the surface has the following form:

7A=nRT (84)

an analogue of the ideal gas law (i.e. diluted systems), that is the spreading pressure is linear
with the number of molecules on a surface of area A. Substituting this equation of state into

the Gibbs equation , we get:
,T:( dz ] (85)
dinP ),

Integrating this equation at constant T, we obtain n = C(T)P, where C(T) is some function of
temperature. This equation means that at equilibrium the spreading pressure in the
adsorbed phase is linearly proportional to the pressure in the gas phase. The spreading
pressure is not, however, useful in the correlation of adsorption equilibrium data. To relate
the amount adsorbed in the adsorbed phase in terms of the gas phase pressure, we use the
equation of state to finally get:
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% =K(T)P (86)
where
K(T)= % (87)

The parameter K(T) is called the Henry constant. The isotherm obtained for the diluted
system is a linear isotherm, as one would anticipate from such condition of infinite dilution.

5.2 Volmer isotherm

We have seen in the last section that when the system is dilute (that is the equation of
state follows eq. 84), the isotherm is linear because each adsorbed molecule acts
independently from other adsorbed molecules. Now let us consider the case where we
allow for the finite size of adsorbed molecules. The equation of state for a surface takes
the following form:

#(A-A)=nRT (88)

where Ay is the minimum area occupied by n molecules. The Gibbs equation (83) can be
written in terms of the area per unit molecule as follows:

RT
( or ] N (89)
olnP), &

where the variable § is the area per unit molecule of adsorbate

5=2 (90)
n

Integrating equation (89) at constant temperature, we have:
InP=—1_[sdr 1)
RT

We rewrite the equation of state in terms of the new variable § and get:

#(6-8)=RT 92)

Substituting the spreading pressure from the equation of state into the integral form of the
Gibbs equation (91), we get:

0do

lnP:—j(é‘_é‘D)2

(%3)

But the fractional loading is simply the minimum area occupied by n molecules divided by
the area occupied by the same number of molecules, that is
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A _(A/m) 5

= (94)
A (A/n) &
Written in terms of the fractional loading, 6, eq. (93) becomes:
InP=| _do__ (95)
o(1-0)
Carrying out the integration, we finally get the following equation:
0 0

b(T)P =—— — 96
(NP = exp(:) (%)

where the affinity constant b(T) is a function of temperature, which can take the following
form:

b(T)=b, exp(—= 9
(1) =b.exp( ) ©7)
Eq. (97) is known as the Volmer equation, a fundamental equation to describe the
adsorption on surfaces where the mobility of adsorbed molecules is allowed, but no
interaction is allowed among the adsorbed molecules. The factor exp(©/(1- ©)) in eq. (96)

accounts for the mobility of the adsorbate molecules. If we arrange eq. (96) as follows:

% = b.exp(—%)P (98)

the Volmer equation is similar to the Langmuir isotherm equation with the apparent affinity
as

0
b, =b-exp(= ﬁ) (99)
The difference between the Volmer equation and the Langmuir equation is that while the
affinity constant remains constant in the case of Langmuir mechanism, the "apparent"
affinity constant in the case of Volmer mechanism decreases with loading. This means that
the rate of increase in loading with pressure is much lower in the case of Volmer compared
to that in the case of Langmuir.

5.3 Hill-deboer isotherm

It is now seen that the Gibbs isotherm equation (83) is very general, and with any proper
choice of the equation of state describing the surface phase an isotherm equation relating the
amount on the surface and the gas phase pressure can be obtained as we have shown in the
last two examples. The next logical choice for the equation of state of the adsorbate is an
equation which allows for the co-volume term and the attractive force term. In this theme
the following van der Waals equation can be used:

a
(ﬂ + Ej(a— §)=RT (100)
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With this equation of state, the isotherm equation obtained is:

bP = %exp(l fg)exp(—ce) (101)
where
BP = b, exp(-),c =21 F0 (102)
RT" RT3, RT

where z is the coordination number (usually taken as 4 or 6 depending on the packing of
molecules), and w is the interaction energy between adsorbed molecules. A positive w
means attraction between adsorbed species and a negative value means repulsion that is the
apparent affinity is increased with loading when there is attraction between adsorbed
species, and it is decreased with loading when there is repulsion among the adsorbed
species. The equation as given in eq. (101) is known as the Hill-de Boer equation, which
describes the case where we have mobile adsorption and lateral interaction among adsorbed
molecules. When there is no interaction between adsorbed molecules (that is w = 0), this
Hill-de Boer equation will reduce to the Volmer equation obtained. The first exponential
term in the RHS of eq. (101) describes the mobility of adsorbed molecules, and when this
term is removed we will have the case of localized adsorption with lateral interaction among
adsorbed molecules, that is:

bP = exp(—ch) (103)

1-6
This equation is known in the literature as the Fowler-Guggenheim equation, or the quasi
approximation isotherm. This equation can also be derived from the statistical
thermodynamics. Due to the lateral interaction term exp(-cO©), the Fowler-Guggenheim
equation and the Hill-de Boer equation exhibit a very interesting behavior. This behavior is
the two dimensional condensation when the lateral interaction between adsorbed molecules
is sufficiently strong (Adam, N.K., 1968).

5.4 Harkins-jura isotherm

We have addressed the various adsorption isotherm equations derived from the Gibbs
fundamental equation. Those equations (Volmer, Fowler-Guggenheim and Hill de Boer) are
for monolayer coverage situation. The Gibbs equation, however, can be used to derive
equations which are applicable in multilayer adsorption as well. Here we show such
application to derive the Harkins-Jura equation for multilayer adsorption. Analogous to
monolayer films on liquids, Harkins and Jura (1943) proposed the following equation of
state:

r=b-as (104)

where a and b are constants. Substituting this equation of state into the Gibbs equation (67)
yields the following adsorption equation:

P C
ln(PJ =B~ (105)

0
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which involves only measurable quantities. Here Py is the vapor pressure. This equation can
describe isotherm of type II shown in Figure 10.7. The classification of types of isotherm will
be discussed in detail in next section. But for the purpose of discussion of the Harkins-Jura
equation, we explain type II briefly here. Type II isotherm is the type which exhibits a
similar behavior to Langmuir isotherm when the pressure is low, and when the pressure is
further increased the amount adsorbed will increase in an exponential fashion. Rearranging
the Harkins-Jura equation (105) into the form of adsorbed amount versus the reduced
pressure, we have:

yo__NC/B (106)

h +%ln(1 /)

where x is the reduced pressure (x=P/Pg), We see that when the pressure approaches the
vapor pressure, the adsorbed amount reaches a maximum concentration given below:

limV=V,_ =./C/B (107)

Thus, the Harkins-Jura isotherm equation can be written as

v.___ 1 (108)

Vi X1 +%ln(1/x)

from which we can see that the only parameter which controls the degree of curvature of the
isotherm is the parameter B.

5.5 Characteristics of isotherm
To investigate the degree of curvature of the Harkins-Jura equation (108), we study its
second derivative:

3 1
e (L) 1 (ﬁ_[h'ﬁln(l /x)j
dx*'V._’ 2Bx* [1+1/BIn(1/x)[?

(109)

To find the inflexion point, we set the second derivative to zero and obtain the reduced
pressure at which the isotherm curve has an inflexion point

Xy, = eXP[—(% -B)] (110)

For the Harkins-Jura equation to describe the Type II isotherm, it must have an inflexion
point occurring at the reduced pressure between 0 and 1, that is the restriction on the
parameter B between 3/2>B>0. The restriction of positive B is due to the fact that if B is
negative, eq. (105) does not always give a real solution. With the restriction on B as shown in
eg. (109), the minimum reduced pressure at which the inflexion point occurs is (by putting B
to zero in eq. 110):
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Xy, = e><p[—(%)] ~0.22 (111)

Fig. 7 shows typical plots of the Harkins-Jura equation.
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Fig. 7. Plots of the Harkins-Jura equation versus the reduced pressure with B = 0.01

Jura and Harkins claimed that this is the simplest equation found so far for describing
adsorption from sub-monolayer to multilayer regions, and it is valid over more than twice
the pressure range of any two-constant adsorption isotherms. They showed that for TiO; in
the form of anatase, their isotherm agrees with the data at both lower and higher values of
pressure than the commonly used BET equation. Harkins and Jura (1943) have shown that a
plot of In(P/Po) versus 1/v2 would yield a straight line with a slope of C. The square root of
this constant is proportional to the surface area of the solid. They gave the following
formula:

S, =4.06/C (112)

where v is the gas volume at STP adsorbed per unit g, and S has the unit of m2/g. They also
suggested that if the plot of In(P/Po) versus 1/v2 exhibits two straight lines, the one at lower
pressure range should be chosen for the area calculation as this is the one in which there
exists a transition from a monolayer to a polylayer.

5.6 Other isotherms from gibbs equation

We see that many isotherm equations (linear, Volmer, Hill-deBoer, Harkins-Jura) can be
derived from the generic Gibbs equation. Other equations of state relating the spreading
pressure to the surface concentration can also be used, and thence isotherm equations can be
obtained. The following table (Table 2) lists some of the fundamental isotherm equations
from a number of equations of state (Ross and Olivier, 1964; Adamson, 1984).

Since there are many fundamental equations which can be derived from various equations
of state, we will limit ourselves to a few basic equations such as the Henry law equation, the
Volmer, the Fowler-Guggenheim, and the Hill-de Boer equation. Usage of more complex
fundamental equations other than those just mentioned needs justification for doing so.
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Equation of state Isotherm Name
w6 =RT bP=6 Henry law
3
76 =R]T ln( 53 J bP = % Langmuir
o
(6 =3,)=RT bP:ﬁ (1 9) Volmer
”5:RT£1 n( )_@i w2 o a cwé') Fowler-
f o, 0-9 S 1-0 P RT Guggenheim
(7: + %)(5 -6,)=RT bP = 0 exp(1 ?Q)exp(—cé’) Hill-deBoer
0 0
+—1|(6-6 bP = -6 -
(2 Jo-0)-R L en L ep(-)
a 1) 0 0
(ﬁ+§j( —?]:RXT bP = 1_9exp(1_g)exp(—cé’) -

Table 2. Isotherm Equations derived from the Gibbs Equation

5.7 Equation 2D of state adsorption isotherm

Numbers of fundamental approaches have been taken to derive the necessary adsorption
isotherm. If the adsorbed fluid is assumed to behave like a two dimensional non-ideal fluid,
then the Equation of State developed for three dimensional fluids can be applied to two
dimensional fluids with a proper change of variables. The 2D- equation of state (2D.EOS)
adsorption isotherm equations are not popularly used in the description of data, but they
have an advantage of easily extending to multicomponent mixtures by using a proper
mixing rule for the adsorption parameters. For 3D fluids, the following 3 parameter EOS
equation is popularly used (Dubinin M. M., Radushkevich L.V. 1947)

a

+———— |(v-b)=RT
(e Jo D)= R, a3
where p is the pressure, v is the volume per unit mole, a and b are parameters of the fluid
and a and P represent numerical values. Different values obtained of a and B, give different
forms of equation of state. For example, when a = 3 = 0, we recover the famous van der
Waals equation. Written in terms of molar density d (mole/volume), the 3D-EOS will
become:

ad®
f "™ l(1_pd)=dRT 114
[p 1+abd+ﬂb2d2]( )=dR, (114)

Adopting the above form, we can write the following equation for the 2D-EOS as follows:

as’
——  (1-b58)=06RT 115
(” l+ab5+ﬂb2§2J( 9) ¢ (115)
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where 7 is the spreading pressure, a is the surface density (mole/area) and the parameters
as and bs are the 2D analogs of a and b of the 3D-EOS. Written in terms of the surface
concentration (mole/mass), the above equation becomes:

aw’
Ar+————— ((1-bw)=wRT 116
[ " 1+ab5w+ﬁ’b52w2j( ) § (116)

where A is the specific area (m2/g). To provide an EOS to properly fit the experimental data,
Zhou et al. (1994) suggested the following form containing one additional parameter

aw’
Ar+—-—--——— (1= (bw)")=wR.T 117
[ d 1+absw+ﬂb;2w2]( (b.w) ) % (17

This general equation reduces to special equations when the parameters a, p and m take
some specific values. The following table shows various special cases deduced from the
above equation.

o B m EOS

0 0 1 van der Waals

0 0 Y2 Eyring

1 0 1 Soave-Redlich-Kwong
2 -1 1 Peng-Robinson

Table 3. The various special cases deduced from equations

To fit many experimental data, Zhou et al. (1994) have found that m has to be less than 1/2.
They suggested a value of 1/3 for m to reduce the number of parameters in the 2D-EOS
equation (117). At equilibrium, the chemical potential of the adsorbed phase is the same as
that of the gas phase that is

u,=p, = p, +RTInP (118)

The chemical potential of the adsorbed phase is related to the spreading pressure according
to the Gibbs thermodynamics equation rewritten here for clarity:

—Adr+ndu=0 (119)
Thus
dr n
=—RT=6RT
(g KT =08, (19

But the spreading pressure is a function of a as governed by the equation of state (115). We
write
1 1,0n

dinP =———(—),d5 120
RT s 25" (120)
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Integrating the above equation, we get
J
[ dlnp—if 197y as (121)
RT 5 5

Eq. (121) is the adsorption isotherm equation relating the surface density a (mole/m?2) in
terms of the gas phase pressure. The applicability of this isotherm equation rests on the
ability of the 2D-EOS (eq. 121) to describe the state of the adsorbed molecule. Discussions
on the usage of the above equation in the fitting of experimental data are discussed in
Zhou et al. (1994).

6. Empirical isotherm equations

In this section, we present a number of popularly used isotherm equations. We start first
with the earliest empirical equation proposed by Freundlich, and then Sips equation which
is an extension of the Freundlich equation, modified such that the amount adsorbed in the
Sips equation has a finite limit at sufficiently high pressure (or fluid concentration). We then
present the two equations which are commonly used to describe well many data of
hydrocarbons, carbon oxides on activated carbon and zeolite: Toth and Unilan equations. A
recent proposed equation by Keller et al. (1996), which has a form similar to that of Toth, is
also discussed. Next, we describe the Dubinin equation for describing micropore filling,
which is popular in fitting data of many microporous solids. Finally we present the
relatively less used equations in physical adsorption, Jovanovich and Tempkin, the latter of
which is more popular in the description of chemisorption systems (Erbil, H.Y.,1997).

6.1 Freundlich equation

The Freundlich equation is one of the earliest empirical equations used to describe equilibria
data. The name of this isotherm is due to the fact that it was used extensively by Freundlich
(1932) although it was used by many other researchers. This equation takes the following form:

C,=KP" (122)

where C, is the concentration of the adsorbed species, and K and n are generally
temperature dependent. The parameter n is usually greater than unity. The larger is this
value; the adsorption isotherm becomes more nonlinear as its behavior deviates further
away from the linear isotherm. To show the behavior of the amount adsorbed versus
pressure (or concentration) we plot (C,./C,0) versus (P/Pg) as shown in Figure 10.8, that is

C 1/n
..(2) .
C P

o 0

where Po is some reference pressure and C, is the adsorbed concentration at that reference
pressure, C,, =KP,""

u
We see from Figure 10.8 that the larger is the value of n, the more nonlinear is the
adsorption isotherm, and as n is getting larger than about 10 the adsorption isotherm is
approaching a so-called rectangular isotherm (or irreversible isotherm). The term
"irreversible isotherm" is normally used because the pressure (or concentration) needs to go
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down to an extremely low value before adsorbate molecules would desorb from the surface.
The Freundlich equation is very popularly used in the description of adsorption of organics
from aqueous streams onto activated carbon. It is also applicable in gas phase systems
having heterogeneous surfaces, provided the range of pressure is not too wide as this
isotherm equation does not have a proper Henry law behavior at low pressure, and it does
not have a finite limit when pressure is sufficiently high. Therefore, it is generally valid in
the narrow range of the adsorption data. Parameters of the Freundlich equation can be
found by plotting log10 (CM) versus log10 (P)

3.0

25¢

20 |
Amount

adsorbed 1.5} : n=3

1.0}

0.0 N i i i i
0.0 0.5 1.0 1.5 20 25 3.0

P/P,
Fig. 8. Plots of the Freundlich isotherm versus P/Po

log,,(C,) =log,, K + 1log10 p (124)
n
which yields a straight line with a slope of (1/n) and an intercept of log10(K).

6.1.1 Temperature dependence of K and n

The parameters K and n of the Freundlich equation (122) are dependent on temperature.
Their dependence on temperature is complex, and one should not extrapolate them outside
their range of validity. The system of CO adsorption on charcoal has temperature-
dependent n such that its inverse is proportional to temperature. This exponent was found
to approach unity as the temperature increases. This, however, is taken as a specific trend
rather than a general rule. To derive the temperature dependence of K and n, we resort to an
approach developed by Urano et al. (1981). They assumed that a solid surface is composed
of sites having a distribution in surface adsorption potential, which is defined as:

A'=RTIn (%] (125)

The adsorption potential A' is the work (energy) required to bring molecules in the gas
phase of pressure P to a condensed state of vapor pressure Po. This means that sites
associated with this potential A will have a potential to condense molecules from the gas
phase of pressure P If the adsorption potential of the gas
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A= Rngn[%) (126)

is less than the adsorption potential A' of a site, then that site will be occupied by an
adsorbate molecule. On the other hand, if the gas phase adsorption potential is greater, then
the site will be unoccupied (Fig. 9). Therefore, if the surface has a distribution of surface
adsorption potential F(A') with F(A")dA' being the amount adsorbed having adsorption
potential between A' and A'+dA', the adsorption isotherm equation is simply:

C, = TF(A')dA' (127)

F(A")

Unoccupied

Fig. 9. Distribution of surface adsorption potential

If the density function F(A') takes the form of decaying exponential function
F(A)=0.exp(-A [ A,) (128)

where Ao is the characteristic adsorption potential, the above integral can be integrated to
give the form of the Freundlich equation:

C,=KP" (129)

where the parameter K and the exponent (1/n) are related to the distribution parameters &,
Ao, and the vapor pressure and temperature as follows:

K=(5A,)p," " (130)
RT
157 (131)
n A

0

The parameter n for most practical systems is greater than unity; thus eq. (131) suggests that
the characteristic adsorption energy of surface is greater than the molar thermal energy R,T.
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Provided that the parameters 5 and Ao of the distribution function are constant, the
parameter 1/n is a linear function of temperature, that is nRT is a constant, as experimentally
observed for adsorption of CO in charcoal for the high temperature range (Rudzinski and
Everett, 1992). To find the temperature dependence of the parameter K, we need to know
the temperature dependence of the vapor pressure, which is assumed to follow the
Clapeyron equation:

InP, :oz—é (132)
T

Taking the logarithm of K in eq. (131) and using the Clapeyron equation (132), we get the
following equation for the temperature dependence of InK:

PR, } _aRT (133)

InK = {ln(ﬁAO) +
A A

0 0

This equation states that the logarithm of K is a linear function of temperature, and it
decreases with temperature. Thus the functional form to describe the temperature
dependence of K is

RT
K =K, exp(~ “Ag ) (134)

0

and hence the explicit temperature dependence form of the Freundlich equation is:
RT
C, =K, exp(—aAgJPRgT/AO (135)
0

Since InC, and 1/n are linear in terms of temperature, we can eliminate the temperature and
obtain the following relationship between InK and n:

InK = {ln(5A0) LR } -2 (136)
A n

0

In(K)

035 036 037 038 039 040 041
I/n

Fig. 10. Plot of In(K) versus 1/n for propane adsorption on activated carbon
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suggesting that the two parameters K and n in the Freundlich equation are not independent.
Huang and Cho (1989) have collated a number of experimental data and have observed the
linear dependence of In(K) and (1/n) on temperature. We should, however, be careful about
using this as a general rule for extrapolation as the temperature is sufficiently high, the
isotherm will become linear, that is n = 1, meaning that 1/n no longer follows the linear
temperature dependence as suggested by eq. (131). Thus, eq. (136) has its narrow range of
validity, and must be used with extreme care. Using the propane data on activated carbon,
we show in Figure 10 that InK and 1/n are linearly related to each other, as suggested by
eq.(136).

6.2 Heat of adsorption
Knowing K and n as a function of temperature, we can use the van't Hoff equation

AH =-R T* (M] (137)
“ear ),

to determine the isosteric heat of adsorption. The result is (Huang and Cho, 1989)

AH = —[ln(con) &P
A

}AO +A,InC, (138)

0

Thus, the isosteric heat is a linear function of the logarithm of the adsorbed amount.

6.3 Sips equation (langmuir-freundlich)

Recognizing the problem of the continuing increase in the adsorbed amount with an
increase in pressure (concentration) in the Freundlich equation, Sips (1948) proposed an
equation similar in form to the Freundlich equation, but it has a finite limit when the
pressure is sufficiently high.

1/n
c -c O (139)
H Hs 1+(bp)1/n
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Fig. 11. Plots of the Sips equation versus bP
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In form this equation resembles that of Langmuir equation. The difference between this
equation and the Langmuir equation is the additional parameter "n" in the Sips equation. If
this parameter n is unity, we recover the Langmuir equation applicable for ideal surfaces.
Hence the parameter n could be regarded as the parameter characterizing the system
heterogeneity. The system heterogeneity could stem from the solid or the adsorbate or a
combination of both. The parameter n is usually greater than unity, and therefore the larger
is this parameter the more heterogeneous is the system. Figure 11 shows the behavior of the
Sips equation with n being the varying parameter. Its behavior is the same as that of the
Freundlich equation except that the Sips equation possesses a finite saturation limit when
the pressure is sufficiently high. However, it still shares the same disadvantage with the
Freundlich isotherm in that neither of them have the right behavior at low pressure, that is
they don't give the correct Henry law limit. The isotherm equation (139) is sometimes called
the Langmuir-Freundlich equation in the literature because it has the combined form of
Langmuir and Freundlich equations.

To show the good utility of this empirical equation in fitting data, we take the same
adsorption data of propane onto activated carbon used earlier in the testing of the
Freundlich equation. The following Figure (Figure 10.12) shows the degree of good fit
between the Sips equation and the data. The fit is excellent and it is fairly widely used to
describe data of many hydrocarbons on activated carbon with good success. For each
temperature, the fitting between the Sips equation and experimental data is carried out with
MatLab nonlinear optimization outline, and the optimal parameters from the fit are
tabulated in the following table. A code ISOFIT1 provided with this book is used for this
optimization, and students are encouraged to use this code to exercise on their own
adsorption data.

Amount
adsorbed
(mmol/g)

0 L x_ . L 1 "
0 20 40 60 80 100 120 140

Pressure (kPa)

Fig. 12. Fitting of the propane/activated carbon data with the Sips equation (symbol -data;
line:fitted equation)

The optimal parameters from the fitting of the Sips equation with the experimental data are
tabulated in Table 4.
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T (K) C,; (mmole/g) b (kPa) n(-)

283 7.339 0.1107 2.306
303 7.232 0.04986 2,117
333 7.583 0.01545 1.956

Table 4. Optimal parameters for the Sips equation in fitting propane data on activated
carbon

The parameter n is greater than unity, suggesting some degree of heterogeneity of this
propane/ activated carbon system. The larger is this parameter, the higher is the degree of
heterogeneity. However, this information does not point to what is the source of the
heterogeneity, whether it be the solid structural property, the solid energetically property or
the sorbet property. We note from the above table that the parameter n decreases with
temperature, suggesting that the system is "apparently" less heterogeneous as temperature
increases.

6.3.1 The temperature dependence of the sips equation

For useful description of adsorption equilibrium data at various temperatures, it is
important to have the temperature dependence form of an isotherm equation. The
temperature dependence of the Sips equation

1/n
—c, P (140)
I (bR
for the affinity constant b and the exponent n may take the following form:
Q Q T
b=b Loy expl 2 (o1 141
meXP[RgT »exXp RXTU(T ) (141)
1:l+a(1—5j (142)
n n, T

Here b, is the adsorption affinity constant at infinite temperature, by is that at some
reference temperature T, is the parameter n at the same reference temperature and a is a
constant parameter. The temperature dependence of the affinity constant b is taken from the
of the Langmuir equation. Unlike Q in the Langmuir equation, where it is the isosteric heat,
invariant with the surface loading, the parameter Q in the Sips equation is only the measure
of the adsorption heat. The temperature-dependent form of the exponent n is empirical and
such form in eq. (142) is chosen because of its simplicity. The saturation capacity can be
either taken as constant or it can take the following temperature dependence:

C.=C,,exp[x(1- %)] (143)

uS = us,0
0

Here C,, is the saturation capacity at the reference temperature To, and x is a constant
parameter. This choice of this temperature-dependent form is arbitrary. This temperature
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dependence form of the Sips equation (142) can be used to fit adsorption equilibrium data of

various temperatures simultaneously to yield the parameter by, C  ;, Q/RTy, ratio and a.

uS,
6.4 Toth equation

The previous two equations have their limitations. The Freundlich equation is not valid at
low and high end of the pressure range, and the Sips equation is not valid at the low end as
they both do not possess the correct Henry law type behavior. One of the empirical
equations that is popularly used and satisfies the two end limits is the Toth equation. This
equation describes well many systems with sub-monolayer coverage, and it has the
following form:

bP

cC =C.——— 144
=R T (144)

Here t is a parameter which is usually less than unity. The parameters b and t are specific for
adsorbate-adsorbent pairs. When t = 1, the Toth isotherm reduces to the famous Langmuir
equation; hence like the Sips equation the parameter t is said to characterize the system
heterogeneity. If it is deviated further away from unity, the system is said to be more
heterogeneous. The effect of the Toth parameter t is shown in Figure1l0-13, where we plot
the fractional loading (C,/C,s) versus bP with t as the varying parameter. Again we note
that the more the parameter t deviates from unity, the more heterogeneous is the system.
The Toth equation has correct limits when P approaches either zero or infinity.
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Fig. 13. Plot of the fractional loading versus bP for the Toth equation
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Being the three-parameter model, the Toth equation can describe well many adsorption
data. We apply this isotherm equation to fit the isotherm data of propane on activated
carbon. The extracted optimal parameters are: C,s=33.56 mmole/g , b=0.069 (kPa)-, t=0.233

The parameter t takes a value of 0.233 (well deviated from unity) indicates a strong degree
of heterogeneity of the system. Several hundred sets of data for hydrocarbons on Nuxit-al
charcoal obtained by Szepesy and Illes (Valenzuela and Myers, 1989) can be described well
by this equation. Because of its simplicity in form and its correct behavior at low and high
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pressures, the Toth equation is recommended as the first choice of isotherm equation for
fitting data of many adsorbates such as hydrocarbons, carbon oxides, hydrogen sulfide, and
alcohols on activated carbon as well as zeolites. Sips equation presented in the last section is
also recommended but when the behavior in the Henry law region is needed, the Toth
equation is the better choice.

6.4.1 Temperature dependence of the toth equation

Like the other equations described so far, the temperature dependence of equilibrium
parameters in the Toth equation is required for the purpose of extrapolation or interpolation
of equilibrium at other temperatures as well as the purpose of calculating isosteric heat. The
parameters b and t are temperature dependent, with the parameter b taking the usual form
of the adsorption affinity that is

b=0b, exp (R’QT] =b,exp {RQT(? - 1)} (145)

where b, is the affinity at infinite temperature, by is that at some reference temperature To
and Q is a measure of the heat of adsorption. The parameter t and the maximum adsorption
capacity can take the following empirical functional form of temperature dependence

t=t, +a(1—%) (146)

T

Co=Capexplx(1 - )] (147)
0

The temperature dependence of the parameter t does not have any sound theoretical

footing; however, we would expect that as the temperature increases this parameter will

approach unity.

6.5 Keller, staudt and toth's equation

Keller and his co-workers (1996) proposed a new isotherm equation, which is very similar in
form to the original Toth equation. The differences between their equation and that of Toth
are that:

a. the exponent a is a function of pressure instead of constant as in the case of Toth

b. the saturation capacities of different species are different

The form of Keller et al.'s equation is:

bP
C,=Cut, (148)
[1+(P)" ]
_1+apP
YT 1 pp (149)

where the parameter an, takes the following equation:
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L (’) (150)

a r

m

Here r is the molecular radius, and D is the fractal dimension of sorbent surface. The
saturation parameter C, the affinity constant b, and the parameter (3 have the following

temperature dependence):

Cys = CyS,U exp[x(1- TZ)] (151)
T,

b="b,exp L{%ﬂo (?0 - 1)} (152)
T

p=h exp{lfiq—l)} (159)

Here the subscript 0 denotes for properties at some reference temperature T0. The Keller et
al.'s equation contains more parameters than the empirical equations discussed so far.
Fitting the Keller et equation with the isotherm data of propane on activated carbon at three
temperatures 283, 303 and 333 K, we found the fit is reasonably good, comparable to the
good fit observed with Sips and Toth equations. The optimally fitted parameters are:

Ciso 16.08 mmole/g
b, 0.9814 (kPa)"
Bo 3.225 (kPa)"
o, 0.4438

Q, /RT, 10.94

Q,/RT, -0.2863

X 0.0002476

Table 5. The parameters for Keller, Staudt and Toth's Equation

6.6 Dubinin-radushkevich equation

The empirical equations dealt with so far, Freundlich, Sips, Toth, Unilan and Keller et al., are
applicable to supercritical as well as subcritical vapors. In this section we present briefly a
semi-empirical equation which was developed originally by Dubinin and his co-workers for
sub critical vapors in microporous solids, where the adsorption process follows a pore filling
mechanism. Hobson and co-workers and Earnshaw and Hobson (1968) analysed the data of
argon on Corning glass in terms of the Polanyi potential theory. They proposed an equation
relating the amount adsorbed in equivalent liquid volume (V) to the adsorption potential

P
A=RTIn(2) (154)
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where Po is the vapor pressure. The premise of their derivation is the functional form V(A)
which is independent of temperature. They chose the following functional form:

InV =InV,BA? (155)

where the logarithm of the amount adsorbed is linearly proportional to the square of the
adsorption potential. Eq. (155) is known as the Dubinin-Radushkevich (DR) equation.
Writing this equation explicitly in terms of pressure, we have:

0

V=Y, exp{— (,b’é 7 [Rngnllj] ] (156)

where Eo is called the solid characteristic energy towards a reference adsorbate. Benzene has
been used widely as the reference adsorbate. The parameter [ is a constant which is a
function of the adsorptive only. It has been found by Dubinin and Timofeev (1946) that this
parameter is proportional to the liquid molar volume. Fig. 14 shows plots of the DR
equation versus the reduced pressure with E/RT as the varying parameter (Foo K.Y,
Hameed B.H., 2009).

1.0
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Reduced pressure, P/P,

Fig. 14. Plots of the DR equation versus the reduced pressure

We see that as the characteristic energy increases the adsorption is stronger as the solid has
stronger energy of interaction with adsorbate. One observation in that equation is that the
slope of the adsorption isotherm at zero loading is not finite, a violation of the
thermodynamic requirement Eq. (156) when written in terms of amount adsorbed (mole/g)
is:

C,=C exp{— (,H; )2 (RngnIIj] 1 (157)

0

Where the maximum adsorption capacity is:
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Cy= e (158)
A

The parameter Wy is the micropore volume and Vy is the liquid molar volume. Here we
have assumed that the state of adsorbed molecule in micropores behaves like liquid.
Dubinin-Radushkevich equation (157) is very widely used to describe adsorption isotherm
of sub-critical vapors in microporous solids such as activated carbon and zeolite. One
debatable point in such equation is the assumption of liquid-like adsorbed phase as one
could argue that due to the small confinement of micropore adsorbed molecules experience
stronger interaction forces with the micropore walls, the state of adsorbed molecule could be
between liquid and solid. The best utility of the Dubinin-Radushkevich equation lies in the
fact that the temperature dependence of such equation is manifested in the adsorption
potential A, defined as in eq. (154), that is if one plots adsorption data of different
temperatures as the logarithm of the amount adsorbed versus the square of adsorption
potential, all the data should lie on the same curve, which is known as the characteristic
curve. The slope of such curve is the inverse of the square of the characteristic energy E =
BEO. To show the utility of the DR equation, we fit eq. (157) to the adsorption data of
benzene on activated carbon at three different temperatures, 283, 303 and 333 K. The data
are tabulated in Table 10.6 and presented graphically in Figure 10.15.

283K 303K 313K
P(kPa) C,(mmole/s)  P(kPa) C,(mmolelg) P (kPa) C, (mmole/g)
0.0133 1.6510 0.0001 0.4231 0.0010 0.4231
0.0933 32470 00002  0.8462 00267 08450
02932 3.8750 00133 L1110 00533 1.1090
06798 42560 00267  1.4060 00933 1.4030
15500  4.5270 0.0666  1.9540 02532 1.9460
26520  4.6600 00933 2.1660 03732 21520
42920 4.8060 0.1599  2.5090 06531 24870
63580  4.9480 03466 29730 13330 29200
87440  5.0480 06931 3.4310 26120 3.3470
10.0200 5.0840 1.2800 3.7610 4.3590 3.6260
2.8260 4.1490 7.6640 39380
39320 42770 94770 4.0370
66380  4.4410 115600 4.2340

8.5570 4.5370
10.410 4.5880

Table 6. Adsorption data of benzene on activated carbon

The vapor pressure and the liquid molar volume of benzene are given in the following table.

T (K) P, (kPa) vy (cc/mmole)
303 16.3 0.0900
333 52.6 0.0935
363 150 0.0970

Table 7. Vapor pressure and liquid molar volume of benzene
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Amount
adsorbed
(mmol/g)

0 2 4 6 8 10 12
Pressure (kPa)
Fig. 15. Fitting the benzene/ activated carbon data with the DR equation

By fitting the equilibria data of all three temperatures simultaneously using the ISOFIT1
program, we obtain the following optimally fitted parameters: Wo = 0.45 cc/g, E = 20,000
Joule/mole Even though only one value of the characteristic energy was used in the fitting
of the three temperature data, the fit is very good as shown in Fig. 15, demonstrating the
good utility of this equation in describing data of sub-critical vapors in microporous solids.

6.7 Jovanovich equation

Of lesser use in physical adsorption is the Jovanovich equation. It is applicable to mobile
and localized adsorption (Hazlitt et al, 1979). Although it is not as popular as the other
empirical equations proposed so far, it is nevertheless a useful empirical equation:

1-6= expl:—a[gﬂ (159)

or written in terms of the amount adsorbed:
C,=C,[1-¢"] (160)
where
b=b, exp(Q/R]T) (161)

At low loading, the above equation will become C, ~(C,b)P=HP . Thus, this equation
reduces to the Henry's law at low pressure. At high pressure, it reaches the saturation limit.
The Jovanovich equation has a slower approach toward the saturation than that of the
Langmuir equation.

6.8 Temkin equation

Another empirical equation is the Temkin equation proposed originally by Slygin and
Frumkin (1935) to describe adsorption of hydrogen on platinum electrodes in acidic
solutions (chemisorption systems). The equation is (Rudzinski and Everett, 1992):

v(P)=ClIn(c.P) (162)
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where C and c are constants specific to the adsorbate-adsorbent pairs. Under some
conditions, the Temkin isotherm can be shown to be a special case of the Unilan equation
(162).

6.9 BET” isotherm

All the empirical equations dealt with are for adsorption with "monolayer" coverage, with
the exception of the Freundlich isotherm, which does not have a finite saturation capacity
and the DR equation, which is applicable for micropore volume filling. In the adsorption of
sub-critical adsorbate, molecules first adsorb onto the solid surface as a layering process,
and when the pressure is sufficiently high (about 0.1 of the relative pressure) multiple layers
are formed. Brunauer, Emmett and Teller are the first to develop a theory to account for this
multilayer adsorption, and the range of validity of this theory is approximately between 0.05
and 0.35 times the vapor pressure. In this section we will discuss this important theory and
its various versions modified by a number of workers since the publication of the BET
theory in 1938. Despite the many versions, the BET equation still remains the most
important equation for the characterization of mesoporous solids, mainly due to its
simplicity. The BET theory was first developed by Brunauer et al. (1938) for a flat surface (no
curvature) and there is no limit in the number of layers which can be accommodated on the
surface. This theory made use of the same assumptions as those used in the Langmuir
theory, that is the surface is energetically homogeneous (adsorption energy does not change
with the progress of adsorption in the same layer) and there is no interaction among
adsorbed molecules. Let SO, S, S2 and Sn be the surface areas covered by no layer, one layer,
two layers and n layers of adsorbate molecules, respectively (Fig. 16).

Sy 5 0§ . 5,
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Fig. 16. Multiple layering in BET theory

The concept of kinetics of adsorption and desorption proposed by Langmuir is applied to
this multiple layering process, that is the rate of adsorption on any layer is equal to the rate
of desorption from that layer. For the first layer, the rates of adsorption onto the free surface
and desorption from the first layer are equal to each other:

a,Ps, =bs, exp[ I_QEII“ J (163)

8

2 Brunauer, Emmett and Teller
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where al, bl and E1 are constant, independent of the amount adsorbed. Here E; is the
interaction energy between the solid and molecule of the first layer, which is expected to be
higher than the heat of vaporization. Similarly, the rate of adsorption onto the first layer
must be the same as the rate of evaporation from the second layer, that is:

a,Ps, =b,s, exp[ I_QEYZ"J (164)

8

The same form of equation then can be applied to the next layer, and in general for the i-th
layer, we can write

RT

8

aPs,  =bs, exp( L, ] (165)

The total area of the solid is the sum of all individual areas, that is

o

s=Y"5 (166)

i=0 "1

Therefore, the volume of gas adsorbed on surface covering by one layer of molecules is the
fraction occupied by one layer of molecules multiplied by the monolayer coverage Vi:

v-v.[%) (166)
S

The volume of gas adsorbed on the section of the surface which has two layers of molecules

is:

v-v.(%) (167

The factor of 2 in the above equation is because there are two layers of molecules occupying
a surface area of s, (Fig. 16). Similarly, the volume of gas adsorbed on the section of the

surface having "i" layers is:
v-v. (] (168)

Hence, the total volume of gas adsorbed at a given pressure is the sum of all these volumes:

. i is,
i=0

V:L is, =V

sET s

To explicitly obtain the amount of gas adsorbed as a function of pressure, we have to
express S; in terms of the gas pressure. To proceed with this, we need to make a further
assumption beside the assumptions made so far about the ideality of layers (so that
Langmuir kinetics could be applied). One of the assumptions is that the heat of adsorption
of the second and subsequent layers is the same and equal to the heat of liquefaction, EL

(169)
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E,=E,=..=E =..=E

2 3 i L

(170)

The other assumption is that the ratio of the rate constants of the second and higher layers is
equal to each other, that is:

2=Z=.=-l=¢ (171)

where the ratio g is assumed constant. This ratio is related to the vapor pressure of the
adsorbate. With these two additional assumptions, one can solve the surface coverage that
contains one layer of molecule (s,) in terms of s and pressure as follows:

= Ps,exp(¢,) (172)

a
S, :;
1

where ¢, is the reduced energy of adsorption of the first layer, defined as

g =D (173)
RT

Similarly the surface coverage of the section containing i layers of molecules is:

5, = %sug.exp(g1 - gz)KIJ]exp SLi| (174)
8

1

fori=2,3, ..., where E_ is the reduced heat of liquefaction

g =1 (173)
RT

Substituting these surface coverage into the total amount of gas adsorbed (eq. 169), we
obtain:

v Cani.x'

—=— (174)
Ve s,(1 +CZx’ )
i=1

where the parameter C and the variable x are defined as follows:

a,

y= b—Pexp &, (175)
p
X=—expe, (176)
8
c=Y 08 ) 177)
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By using the following formulas (Abramowitz and Stegun, 1962)

S X < b
x' = Y i =— 178
; 1 —x ; (1 _ x)z ( )
eq. (174) can be simplified to yield the following form written in terms of C and x:

v__ & (179)

V, (1-x)1-x+Cx)

m

Eq. (179) can only be used if we can relate x in terms of pressure and other known
quantities. This is done as follows. Since this model allows for infinite layers on top of a flat
surface, the amount adsorbed must be infinity when the gas phase pressure is equal to the
vapor pressure, that is P = Po occurs when x = 1; thus the variable x is the ratio of the
pressure to the vapor pressure at the adsorption temperature:

x=— (180)

With this definition, eq. (179) will become what is now known as the famous BET equation
containing two fitting parameters, C and Vp.:

v cp
V., (P-P)1+(C-1)(P/P)

(181)
Fig. 17 shows plots of the BET equation (181) versus the reduced pressure with C being the

varying parameter. The larger is the value of C, the sooner will the multilayer form and the
convexity of the isotherm increases toward the low pressure range.

C=100

0 ; R ; .
0.0 0.2 04 0.6 0.8 1.0

Reduced pressure, P/P,

Fig. 17. Plots of the BET equation versus the reduced pressure (C = 10,50, 100)

Equating eqs.(180) and (176), we obtain the following relationship between the vapor
pressure, the constant g and the heat of liquefaction:
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E
P = g.exp[—R LTJ (182)

8

Within a narrow range of temperature, the vapor pressure follows the Clausius-Clapeyron
equation, that is

P = a.exp[— IfLT] (183)

8

Comparing this equation with eq.(182), we see that the parameter g is simply the pre-
exponential factor in the Clausius-Clapeyron vapor pressure equation. It is reminded that
the parameter g is the ratio of the rate constant for desorption to that for adsorption of the
second and subsequent layers, suggesting that these layers condense and evaporate similar
to the bulk liquid phase. The pre-exponential factor of the constant C (eq.177)

a8 4 bf

b, ba,

; forj > 1 (184)

can be either greater or smaller than unity (Brunauer et al., 1967), and it is often assumed as
unity without any theoretical justification. In setting this factor to be unity, we have
assumed that the ratio of the rate constants for adsorption to desorption of the first layer is
the same as that for the subsequent layers at infinite temperature. Also by assuming this
factor to be unity, we can calculate the interaction energy between the first layer and the
solid from the knowledge of C (obtained by fitting of the isotherm equation 3.3-18 with
experimental data) The interaction energy between solid and adsorbate molecule in the first
layer is always greater than the heat of adsorption; thus the constant C is a large number
(usually greater than 100).

7. BDDT (Brunauer, Deming, Denting, Teller) classification
The theory of BET was developed to describe the multilayer adsorption. Adsorption in real
solids has given rise to isotherms exhibiting many different shapes. However, five isotherm
shapes were identified (Brunauer et al., 1940) and are shown in Fig.19. The following five
systems typify the five classes of isotherm.

Type 1: Adsorption of oxygen on charcoal at -183 °C

Type 2: Adsorption of nitrogen on iron catalysts at -195°C (many solids fall into this

type).

Type 3: Adsorption of bromine on silica gel at 79°C, water on glass

Type 4: Adsorption of benzene on ferric oxide gel at 50°C

Type 5: Adsorption of water on charcoal at 100°C
Type I isotherm is the Langmuir isotherm type (monolayer coverage), typical of adsorption
in microporous solids, such as adsorption of oxygen in charcoal. Type II typifies the BET
adsorption mechanism. Type III is the type typical of water adsorption on charcoal where
the adsorption is not favorable at low pressure because of the nonpolar (hydrophobic)
nature of the charcoal surface. At sufficiently high pressures, the adsorption is due to the
capillary condensation in mesopores. Type IV and type V are the same as types II and III
with the exception that they have finite limit as P — P, due to the finite pore volume of
porous solids.
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Type I11

Type IV

Type V

Fig. 19. BDDT classification of five isotherm shapes

20

0.0 02 0.4 0.6 08 1.0
P/P,

Fig. 20. Plots of the BET equation when C <1
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The BET equation developed originally by Brunauer et al. (1938) is able to describe type I to
type III. The type III isotherm can be produced from the BET equation when the forces
between adsorbate and adsorbent are smaller than that between adsorbate molecules in the
liquid state (i.e. E, < EL). Fig. 20 shows such plots for the cases of C = 0.1 and 0.9 to illustrate
type III isotherm.

The BET equation does not cover the last two types (IV and V) because one of the
assumptions of the BET theory is the allowance for infinite layers of molecules to build up
on top of the surface. To consider the last two types, we have to limit the number of layers
which can be formed above a solid surface. (Foo K.Y., Hameed B.H., 2009), (Moradi O. , et
al. 2003). (Hirschfelder, and et al. 1954).

8. Conclusion

In following chapter thermodynamics of interface is frequently applied to derive relations
between macroscopic parameters. Nevertheless, this chapter is included as a reminder. It
presents a consist summary of thermodynamics principles that are relevant to interfaces in
view of the topics discussed such as thermodynamics for open and close systems,
Equilibrium between phases, Physical description of a real liquid interface, Surface free
energy and surface tension of liquids, Surface equation of state, Relation of van der Waals
constants with molecular pair potentials and etc in forthcoming and special attention is paid
to heterogeneous systems that contain phase boundaries.
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Exergy, the Potential Work
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1. Introduction

The exergy method is an alternative, relatively new technique based on the concept of exergy,
loosely defined as a universal measure of the work potential or quality of different forms of
energy in relation to a given environment. An exergy balance applied to a process or a whole
plant tells us how much of the usable work potential, or exergy, supplied as the input to the
system under consideration has been consumed (irretrievably lost) by the process. The loss of
exergy, or irreversibility, provides a generally applicable quantitative measure of process
inefficiency. Analyzing a multi component plant indicates the total plant irreversibility
distribution among the plant components, pinpointing those contributing most to overall plant
inefficiency (Gorji-Bandpy&Ebrahimian, 2007; Gorji-Bandpy et al., 2011)

Unlike the traditional criteria of performance, the concept of irreversibility is firmly based
on the two main laws of thermodynamics. The exergy balance for a control region, from
which the irreversibility rate of a steady flow process can be calculated, can be derived by
combining the steady flow energy equation (First Law) with the expression for the entropy
production rate (Second Law).

Exergy analysis of the systems, which analyses the processes and functioning of systems, is
based on the second law of thermodynamics. In this analysis, the efficiency of the second
law which states the exact functionality of a system and depicts the irreversible factors
which result in exergy loss and efficiency decrease, is mentioned. Therefore, solutions to
reduce exergy loss will be identified for optimization of engineering installations
(Ebadi&Gorji-Bandpy, 2005). Considering exergy as the amount of useful work which is
brought about, as the system and the environment reach a balance due to irreversible
process, we can say that the exergy efficiency is a criterion for the assessment of the systems.
Because of the irreversibility of the heating processes, the resulting work is usually less than
the maximum amount and by analyzing the work losses of the system, system problems are
consequently defined. Grossman diagrams, in which any single flow is defined by its own
exergy, are used to determine the flow exergy in the system (Bejan, 1988). The other famous
flow exergy diagrams have been published by Keenan (1932), Reisttad (1972) and
Thirumaleshwar (1979). The famous diagrams of air exergy were published by Moran (1982)
and Brodianskii (1973). Brodianskii (1973), Kotas (1995) and Szargut et al. (1988) have used
the exergy method for thermal, chemical and metallurgical analysis of plants. Analysis of
the technical chains of processes and the life-cycle of a product were respectively done by
Szargut et al. (1988) and Comelissen and Hirs (1999). The thermoeconomy field, or in other
words, interference of economical affairs in analyzing exergy, has been studied by Bejan
(1982).
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In this paper, the cycle of a power plant and its details, with two kind fuels, natural gas and
diesel, have been analysed at its maximum load and the two factors, losses and exergy
efficiency which are the basic factors of systems under study have been analysed.

2. Methodology

When a system is thermodynamically studied, based on the first principle of
thermodynamics, the amount of energy is constant during the transfer or exchange and also,
based on the second principle of thermodynamics, the degree of energy is reduced and the
potential for producing work is lessened. But none of the mentioned principles are able to
determine the exact magnitude of work potential reduction, or in other words, to analyse
the energy quality. For an open system which deals with some heat resources, the first and
second principles are written as follows (Bejan, 1988):

—= iQ W+th0 =Y rih’ )
i=0 out

'8e,l—§—ZQ st+2ms>0 )
1 in out

In the above equations, enthalpy, i°, is h+ (V2 /2)+ gz, T, is the surrounding temperature,
E, internal energy, S ,entropy, and W and Q are the rates of work and heat transfer.

For increasing the work transfer rate (W), consider the possibility of changes in design of
system. Assumed that all the other interactions that are specified around the system
(Ql,Qz, .,Q,, inflows and outflows of enthalpy and entropy) are fixed by design and only
Q, floats in order to balance the changes in W . If we eliminate Q, from equations (1) and
(2), we will have (Bejan, 1988):

W:_di(E TO +Z[1_ng+zmh - OS th N OS) Tosge” (3)

in out

When the process is reversible ($,,, = 0), the rate of work transfer will be maximum and

gen
therefore we will have:

W = Wrev - TOSgen (4)
Combination of the two principles results in the conclusion that whenever a system
functions irreversibly, the work will be eliminated at a rate relative to the one of the entropy.
The eliminated work caused by thermodynamic irreversibility, (W,,, —W) is called “the
exergy lost”. The ratio of the exergy lost to the entropy production, or the ratio of their rates
results in the principle of lost work:
I/Vlast = Tosgen (5)
Since exergy is the useful work which derived from a material or energy flow, the exergy of

work transfer, £, would be given as (Bejan, 1988):

w’
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. - v d u T, ) -
E,=W-P—=——(E+RV-T)S)+ > | 1--2 |Q
w 0 dt dt( 0 0) ;[ Ti]Qm

+ Zm(ho ~Ts) = Drin(h = Tys) - T,S,,

out

©)

In most of the systems with incoming and outgoing flows which are considered of great
importance, there is no atmospheric work, (Py(dV /dt)) and W is equal to E, (Bejan,
1988):

: . v d Ty
(Ew)m —W,L,Z,—Podt——EH(E+POV—TOS)+;[ —TO]Q,.”

i
+ Y (= Tys) = Y i (h° = Tys)
in out

The exergy lost, which was previously defined as the difference between the maximum rate
of work transfer and rate of the real work transfer, can also be mentioned in another way,
namely, the difference between the corresponding parameters and the available work
(Figure 1):

)

I/vlost = (Ew )rev - Ew = (Ew )last (8)
Environment
(T, P,) Maximum delivery
in 1 of useful (available)
Zr‘he,\ _J mechanical power
e > By
Intake of F_]Dw : Accumulation of E
exergy via nonflow exergy  dt
mass flow

NN A I—I 5

ol ...1 [
: ) Release of flow

Eg Eq Ega Zme‘l exergy via

out mass flow

Fig. 1. Exergy transfer via heat transfer

In equation (6), the exergy transfer caused by heat transfer or simply speaking, the heat
transfer exergy will be:

. . T 9)
E,=Q|1-2 (
¢ Q( T j
Using equation (1), the flow availability will be introduces as:
b=h"—Tys (10)

In installation analysis which functions uniformly, the properties do not changes with time
and the stagnation exergy term will be zero, in equation (6):
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E, Z(EQ) + Y b=y b —TyS,,, (11)
i=0 in out
The flow exergy of any fluid is defined as:
e, =b—by=h" —h) —T,(s—s,) (12)

Substituting this definition into equation (11), we will have:

(EQ) + ey = e, ~TyS (13)

= out

['I'J
J:M"

The flow exergy (e,) is the difference between the availabilities of a flow (b), in a specific
condition and in the restricted dead state (in balance with the environment). Equation (13) is
used to balance the exergy of uniform flow systems. The mechanisms which lead to the
production of entropy and the elimination of exergy are listed as follows:
e heat transfer caused by limited temperature difference (Bejan, 1988):

e frictional flow (Reistad, 1972):
: e
Sgen =11 I (?j dp (15)
out h=const.
e combining (Stepanov, 1955):
1; 1 v 1 v
8 x{?(lh )~ 2P, 7P1)}+(17x){?(h3 g)-2(P, 7p2)} (16

The efficiency of the second law that determines used exergy is divided into two groups:
Elements efficiency (Pump and Turbine) and Cycle efficiency (Thermal efficiency and
coefficient of performance). The definition of the efficiency of the second law is (Wark,
1955):

availability of useful outgoing

= 17)

incomingavailability
The definition of the efficiency of the second law is more practical for the uniform flow
systems, and is determined as follows (Bejan, 1988):

outgoing exergy rate
T = - (18)
Incoming exergy rate
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The second law emphasizes the fact that two features of the same concept of energy may
have completely different exergies. Therefore, any feature of energy is defined by taking
into account its own exergy. The efficiency of the second law will be used in calculating the
reduction of ability in performing a certain amount of work.

3. Case study

In order to analyse the above theories, the consequences have been analysed on the Shahid
Rajaii power plant in Qazvin of Iran. This power plant has an installed capacity of 1000 MW
electrical energy, which consists of four 250 MW steam-cycle units (Rankin cycle with
reheating and recycling) and has been working since 1994. The major fuel for the plant is the
natural gas and is augmented with diesel fuel.

The Shahid Rajaii power plant consists of three turbines: high pressure, medium pressure,
and low pressure. The 11-stage high pressure turbine has Curtis stage. The number of the
stages in the medium pressure turbine is 11 reactionary stages and in the lower pressure,
2x5 reactionary stages. All of the turbines have a common shaft with a speed of 3000 rpm.
The boiler is a natural circulation type in which there is a drum with no top. Other
properties of the boiler are that the super-heater is three-staged and that the reheater and the
economizer are both two-staged. Figure 2 illustrates the plant diagram overlooking the
boiler furnace, cooling towers, attachment (circulation and discharge pumps, blowers, etc),
turbine glands condenser and regulator lands, expansion valves and governors and feed
water tanks.

In Table 1, properties of water and vapour in the main parts of the cycle have been shown.
Maximum losses of cycle water in this plant are 5 kg/hr, which is negligible due to the
minute amount. In analyzing the cycle and drawing diagrams, it is assumed that the
temperature is30°C, pressure is90kPaand relative humidity is 30% as environmental
conditions. Other assumptions are:

e kinetic and potential energies are neglected because they are not so important

¢ all elements of the cycle are considered to be adiabatic

e  in this part, the combustion process of the boiler has been ignored.

With Figure 2, the conversion equation and energy balance of boiler will be written as
(Jordan, 1997):

1y =1i1, and ity =1iy (19)
Description P (kg/ cm’ ubS) T( C )
Feed water incoming to boiler 150 247-202
Vapour incoming to HP turbine 140 838
Vapour incoming to reheater 17-40 358-287
Vapour incoming to IP turbine 15.2-37.3 538
Vapour incoming to LP turbine 8-3.5 320
Vapour incoming to condenser 0.241-0.960 64-45
Water outgoing from condenser pump 16-7 63-44

Table 1. Properties of water and vapour in cycle
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Fig. 2. The diagram of flow cycle of the plant

Qi =i (hy ~ Iy ) +1in (g —i3) (20)
Energy efficiency is written as (Jordan, 1997):
W,
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Fig. 3. The diagram of Qazvin power plant efficiency under different loads (natural gas)
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If we use the lost work law for the closed cycle:

W = EQ[?l - E

net w (22)
(Ew )last = EQin - Wnet = TOSgen (23)
Exergy efficiency of plant is:
N = E 0= % (24)
EQin EQin

Exerting energy and exergy balance equations for the plant cycle, and calculating the energy
and efficiencies, Figure 3 consequently results.

As can be seen in Figure 3, under the maximum load, the exergy efficiency is 60.78% and the
energy efficiency is 41.38%, relative to different minimum loads. Therefore, boiler analysis is
done at maximum load.

3.1 Analysing the different elements of the cycle

Using energy balance, which is the basis of exergy balance, and implementing equations (9)
and (13) and assuming the warm source temperature to be 950 K, the results of exergy lost
and efficiency of all components of the plant cycle are shown in Table 5.

3.2 Energy and exergy efficiencies of the plant

In part one, the power plant efficiency has been calculated, overlooking the boiler
combustion process and losses under different loads and Figure 3 was therefore mapped
out. In order to more accurately calculate the efficiencies, it is necessary to consider the
combustion process. The energy efficiency of the plan is the amount of produced net work
divided by the fuel energy. In Table 2, percentage of mass for both Natural gas and Diesel
fuel in this study has been shown.

Element Natural gas Diesel fuel
C 75.624 85

H 23.225 12

(0] 0 0.4

N 0.206 0.2

S 0 24

Ash 0 0
Moisure 0 0

Co, 0.945 0

Table 2. Percentage of mass for both natural gas and diesel fuel

— Wnet 25
i < LHV @)

where LHYV is the fuel low heating value. The exergy efficiency of the plant is the amount of
outgoing exergy (produced net work) divided by the fuel exergy.
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E,

mfech.f

M = (26)

Where, e, f is the specific chemical exergy of the fuel.
The natural gas and diesel fuel consumption are respectively 50010 kg/hr and 59130 kg/hr
under the maximum load. The low heating values of the natural gas and diesel fuel are
41597 kj/ kg and 48588 kj/kg. Assuming the natural gas as a perfect gas and using the tables
of standard chemical exergy, the chemical exergy of the natural gas is calculated as (Szargut
et al., 1988):
0o _ 0 _ ki

€h.NG = zYiedr.i = 50403 kg (27)
And implementing the Szargut method, the chemical exergy of diesel fuel is calculated to be
45540 kj/kg (Szargut et al., 1988):

Cah.oil = (LHV + min,fhfg)

(28)
x| 1.0401 + 0.1728E + 0.04329 + 0.2196£ 1- 2.0628E
C C C C

Where LHYV is the fuel's low heating value, , and m,, ; are the vaporization temperature
of the hot water and the mass of the moisture content and S/C, H/C and O/C are the mass
ratio of sulphur, hydrogen and oxygen, to carbon, respectively. The electric power needed
for the attachments of the boiler such as fans and pumps is 3.83 MW or 4.28 MW for natural
gas and diesel fuels. Feed water pumps and the condenser and other helping elements of the
plant also respectively use 9.926 MW and 70.06 MW of the electrical energy. So the
produced net work will be:

Wit nG = 263.53 - 6.926 — 3.83 = 252.774 MW (29a)

anet, oil =

261.95-7.06 —4.28 = 250.61 MIV (29b)

The heating and exergy efficiencies of the plant using the two fuels will be:

Mne = 22774 = 37.45% (30a)
NG = (50010 / 3600) x 11605(4.1868)
Mot = 250.610 - 36.68% (30b)
o = (59130 / 3600) x 41597
252.774

= =36.10% (31a)

NG = (50010 / 3600) x 50403 ’
250610 =33.50% (31b)

ol = (59130 / 3600) x 45540
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As is obviously seen, the heating efficiency of the power plant changes from 36.68% to
37.45% and the exergy efficiency from 33.5% to 36.1%, when natural gas is replaced by diesel
fuel. Therefore the exergy efficiency change is greater than that of energy efficiency.

3.3 Analysing the boiler

The boiler of this plant is designed based on the natural circulation, and high pressure cold
water flow furnace and the water pipes have been appointed vertically. The design pressure
of the boiler is 172 kg/cm?, the design pressure of the reheating system is 46 kg/cm? and the
capacity is 840 ton/hrs. Two centrifugal fans (forced draught fan (FDF)) provide the needed
air for the combustion.

The boiler is modeled for thermodynamic analysis. The air and gas fans, discharge pumps,
and generally, the utilities which are work consuming are not considered in the model.
Their effect is the total work which enters the control volume (Wm ) - Also the heaters and
the de-super-heaters within the control volume have been ignored. The heat losses to the
surrounding environment are introduced asQ,,, ; - The energy and exergy balance of the

boiler referring to the equations (1) and (13) are written as:

mfhf + th,B + mahu —Thghg + zmwhw - zmwhw _QOMI,B =0 (32)

in out

mfech,f + Wm,B + maex,g - mgex,g + zmwex,w - zmwex,w - TOSgen,B =0 (33)
in out
Indices a, g and respectively used for air, gas (combustion products) and water (vapour).
The energy and exergy efficiencies of the boiler are defined as:
In Table 3, thermodynamic properties of water and vapour for both Natural gas and Diesel
fuel have been summarized.

Super heated Hot reheated Cold reheated

fuel property Feed water Vapour vapour vapour

T(°C) 247.7 538 358.1 538

5 P(kPa) 15640 13730 3820 3660
E h(kj / kg) 1075.6 3430.2 3116.2 3534.9
§ e (ki / kg) 241.9 1439.3 1109.8 1345.9
ri(kg / h) 840000 840000 751210 751210

_ T(°C) 247 .4 538 357.1 538

E P(kPa) 15640 13730 3800 3640
T(;,’ h(kj / kg) 1074.7 3430.2 3115.5 3535.0
'E e.(kj / kg) 241.8 1439.0 1109.1 1346.0
1i(kg / h) 840000 840000 747010 747010

Table 3. Thermodynamic properties of incoming water and outgoing vapour for the boiler at
maximum load
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Zout Thwh, B zin ﬁ’lwhw

M,B=" - - (34)
meHV + g, airlla + Wiy g
n _ out b, w ~ Zinmwex,w
1,B — . . .
mfech,f + win,B + mdryairex,u (35)

In Table 4, the calculations of the enthalpy and exergy of the dry combustion gases, vapour
and wet combustion gases have been summarized. Combustion gases do not have CO. Since
the chemical exergy of CO is high, the exergy of the combustion products is negligible.

Natural gas (M ary gas = 29.77) Diesel fuel

Fuel (M s = 3036
Enthalpy Exergy Enthalpy Exergy
Dry combustion gases 384.8 10.15 409.0 17.42
Vapour 740.4 314.30 801.6 417.19
Wet combustion gases 474.3 48.15 472.3 50.34

Table 4. Thermodynamic properties of dry and wet combustion gases and vapour outgoing
from pre-heater

The result of calculating the last four equations is briefly shown in Figure 4.

3.4 The boiler processes
Two important processes happen in the boiler: Combustion and heat transfer. Therefore the

internal exergy losses of the boiler (T;S,,, 5) are the losses of both exergy and heat transfer.
Of course, there is a small exergy losses caused by friction which is calculated in the exergy
caused by heat transfer. In the boiler, the exergy losses caused by friction have two different
reasons; one is the pressure losses of the combusting gases (at most 4.4 kPa) which is to be
neglected and the other is the pressure losses of the actuating fluid. These kinds of exergy
losses, as was previously mentioned in the first part, are negligible compared to the losses
due to heat transfer. Thus, there will be no specific analysis of friction; these two kinds of
exergy losses together called the exergy losses due to heat transfer.

Gases

A —
ir—

Combustion

Furnace
Gases

Fuel—>»
B

Fig. 5. The model of the boiler furnace
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3.4.1 Combustion

To study the furnace, we assume that the combustion is in an isolated control volume.
According to Figure 5, using the energy balance, we will get the enthalpy of the combustion
gases:

Qout,wmh = mfhf + muha + mrhr 7mphp,ud =0 (36)

By determining the temperature of the combustion products, using the iteration method, we
can write the exergy balance equation of the furnace in order to determine the chemical
exergy losses of the furnace.

TOSgen,wmb = mfech,f + muex, a + mrex, r mpex, p,ad (37)

Therefore the combustion exergy efficiency will be:

mpex, p,ad

11, comb =~ . . (38)
Higeq, ¢ +1iLe,  +1il.e, ,

3.4.2 Heat transfer

In the boilers, heat transfer to the actuating fluid is classified into four categories:

¢ heat transfer in the pipes of the first and secondary economizers

e heat transfer in the pipes of the furnace walls

¢ heat transfer in the first, secondary and final super-heaters

¢ heat transfer in the first and secondary reheaters

Exergy losses caused by heat transfer occur in five main parts of the boiler; the evaporator,
the economizer, the super-heater, the reheaer and the air preheater. Exergy losses of the
main five elements together with the furnace losses are the total losses of the boiler which
were mentioned in Section 3.3.

TOSgen,Q = TOSgen, B~ TOS (39)

gen, comb

3.5 The boiler elements
Each element of the boiler is, in fact, a heat exchanger. Therefore, when there is more one
inlet or outlet to the heat exchanger, exergy balance is written as follows:

TOSgen,element = ngex,g - ngex,g +my, (ex,w,in - ex,w,out) (40)
in out

Therefore the heat transfer exergy efficiency will be:

mw(e ex,w,in)

19, = 2 TigCe g

x,w,out

UH, element — (41)

The results of exergy losses and efficiency of each element of the boiler are shown in
Figure 6.
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Fig. 6. The diagram of the exergy loss and efficiency

3.6 The correction factor of the boiler efficiency

All the measured data such as temperature, pressure, flow, etc and also the calculated
magnitude of the exergy efficiency and losses were assumed under some specific
environmental conditions. But the plant is not always under these specific conditions, and in
fact there are some conditions under which the efficiency changes. These are divided into
two parts: internal conditions such as excess air and moisture content and the external
(environmental) conditions such as temperature and humidity.

An increase in the amount of air in the combustion process can easily decrease the adiabatic
temperature of the flame so that the adiabatic exergy of the products is reduced and the
exergy losses of the combustion increase. On the other hand, the combustion products have
a lower temperature and greater mass flow as they flow inside the boiler, which leads to
lower exergy losses in the heart transfer process.

The correction factor for the boiler exergy efficiency caused by the internal and external
conditions is done using the equation (35). For instance, this factor due to the excess air is:
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X

Zautmwex,w = 2 inMwlx, w

: (42)
mfex,f +muex,a + I/\'/in,B ‘

Any g =
EAR

Where EAR (Excess Air Ratio) is the ratio of the excess air to the time of the boiler test.

4. Results and discussions

As is shown in Table 5, the lowest efficiency belongs to the gland condenser which is 28.9%.
Its exergy loss at 46 kW is among the least. The highest exergy efficiency belongs to the high
pressure and medium pressure turbines, and is 94.95%. In these turbines, 8617 kW of the
616505 kW of incoming exergy disappears and the rest is changed to work. The low pressure
turbine has more exergy losses at 15303 kW and its efficiency is 87.47%, which is less than
the high pressure turbine. The plant boiler, which is one of the most important elements of
the cycle, has one of the lowest exergy efficiencies, 46.94%, which should be optimized.

Cycle elements (Ew )1 ost (kW) 1y (%)
Boiler 371522 46.94
Low Pressure Turbine 15303 87.47
Condenser 12867 60.05
High Pressure Turbine 8617 94.95
Generator 5222 98.06
Feed water pump 2147 60.00
Heater 5 2026 86.04
Heater 6 1563 91.42
Heater 4 1555 85.38
Heater 3 456 88.71
Heater 2 730 81.72
Heater 1 449 81.29
Feed water motor pump 313 94.50
Main drain 120 31.94
Condenser pump 62 64.57
Gland condenser 46 28.90
Condenser motor pump 15 92.00
Total 423013 -

Table 5. Exergy losses and exergy efficiency of the cycle elements of the plant

In Figure 4, exergy analysis shows that the major part of the exergy losses are because of the
internal irreversibility of the boiler, while the chimney losses are less than one thirtieth of
the boiler losses. Conversely, energy analysis shows that chimney losses are four times
greater than boiler losses (heat transfer of the boiler to the surrounding area) and this is the
major cause of efficiency reduction. Therefore, in order to reduce the energy losses, chimney
losses are to be decreased, whereas the reduction of the internal exergy losses is more
effective in the increase of exergy efficiency.

Figure 4 proves that energy efficiency is not dependent on the fuel type. The difference
between the efficiencies of the two different fuels is 0.22% which is very minute. But the
exergy efficiencies with two fuels are 3.02% different, based on Figure 4.
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Fig. 7. The diagram of the exergy losses and exergetic efficiency of the different processes

Figure 7 demonstrates the comparison of the exergy losses and efficiencies of the different
processes of the boiler.

The important result is that the exergy losses in the heat transfer process are greater than
that in the combustion process. In other words, the heat transfer process is more irreversible.
Exergy efficiency, as an evaluating standard for exergy losses, shows that the heat transfer
process is more inconvenient than the combustion process. This result is generally true for
all the plant boilers. In order to optimize the boilers, engineers should focus on heat transfer
processes, optimization of the heat exchangers and increasing their exergy efficiencies. One
of the methods to achieve this aim is Pinch which helps us in the exergy analysis and in
determining the arrangement of the pipes in order to reduce the irreversibility of the heat
transfer. When using diesel fuel, exergy losses in the combustion process are greater than
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Fig. 8. The diagram of the internal exergy loss relative to the excess air percentage

In Figure 9, as the excess air percentage increases, the exergy efficiency of the boiler is
reduced.
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Fig. 9. The diagram of boiler efficiency based on the excess air percentage

when we use natural gas. But his is not the case for heat transfer. It is because the flow of
combustion products is more when we use diesel fuel than when we use natural gas. On the
other hand, the increase in the flow of combustion products is because of the great amount
of incoming air to the furnace which leads to reduced exergy efficiency.In Figure 6, when we
use natural gas, the exergy losses are greater in all elements than when we use diesel fuel,
except the evaporator. The exergy efficiency, using diesel fuel, is less than when we use
natural gas. The main reason behind the difference between the evaporator function and the
other elements is that the combustion and heat transfer processes happen simultaneously in
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the evaporator. The secondary and the final super-heaters have the highest exergy efficiency
(71.67%) when using diesel fuel, with the exergy losses of 27657 kW. The second one is the
evaporator using the natural gas, with exergy efficiency of 67.1% and exergy losses of 58800
kW. The reheater has the lowest efficiency using the natural gas (40.99%), with exergy losses
of 70933 kW. The evaporator using diesel fuel has the highest exergy loss of 114071 kW and
the economizer using diesel fuel has the lowest exergy losses of 7486 kW.

In Figure 8, as the excess air percentage becomes higher, the exergy losses of the natural
gas increase at a lower rate. This reduction in the exergy losses of heat transfer based on
the excess air percentage has a higher rate with natural gas than with diesel fuel.
Generally, the gradients of exergy losses in the diagrams on combustion are more than in
heat transfer.

In Figure 10, as the mass percentage of fuel humidity increases, the exergy efficiency of the
boiler is reduced.

1 Mus(NG) = 46.68% ¥
0.014 { yy (Oil) = 43.66%
-0.016 . , .

0 001 002 003 004 0.05

Mass percentage of fuel humidity

Correction the exergy
efficiencyof the boiler (%)

Fig. 10. The diagram of boiler efficiency changes based on the moisture content percentage

In Figure 10, humidity in diesel fuel causes more reduction in the boiler efficiency than in
the natural gas. According to this Figure, it can be said that moisture content does not have a
considerable effect upon the efficiency.

According to the Figure 11, we can say that as the relative air humidity percentage becomes
higher, the boiler efficiency is reduced and the exergy efficiency reduction rate is more with
diesel fuel than the natural gas.
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Figure 12 shows that an increase in the air temperature from the assumed temperature of

the environment (30°C) decreases the exergy efficiency, and under the other conditions,

decrease or increase of the exergy efficiency is greater with the natural gas.
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5. Conclusions

The exergy analysis of the power plant cycle has shown that

e The total exergy efficiency of the plant is 36.1% for natural gas and 35.5% for diesel
fuel.

¢ Among the main elements of the plant cycle, the greatest irreversibility (exergy losses or
the least exergy efficiency) belongs to the boiler.

e The internal losses of the boiler which includes the heat transfer losses, the combustion
losses and the friction losses, are 362899 kW for natural gas and 411127 MW for diesel
fuel, and the exergy losses of the chimney, which are caused because of the combustion
hot gases exiting it, are 12453 kW for the natural gas and 12668 kW for diesel fuel. The
natural gas and diesel fuel, respectively, have chemical exergies of 700182 kW and
747995 kW.

e The comparison of the internal losses and the chimney losses shows that the outgoing
exergy from the chimney is not considerable. Also, the exergy losses of the boiler are
46.68% for the natural gas and 43.66% for diesel fuel, under the assumed conditions
(T, =30°C and B =90 kPa).

e Analysing the boiler processes shows that the exergy losses caused by heat transfer
(255999 kW for the natural gas and 239302 kW for diesel fuel) are greater than the
exergy losses of the combustion (106900 kW for the natural gas and 171835 kW for
diesel fuel) and those against the heat transfer process in the combustion process of the
natural gas are less irreversible than in the diesel fuel combustion.

e After proving that the main cause of the exergy losses are the heat transfer has the
boiler, the exergy analysis of the boiler elements shows that the reheater has the lowest
exergy efficiency (40.99% for the natural gas and 46.6% for diesel fuel) and that the
evaporator has the highest exergy losses (85800 kW for the natural gas and 114071 kW
for diesel fuel). All these reports show that natural gas is better than diesel fuel in
producing super heater vapour in the boiler.
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1. Introduction

The decreasing crude oil sources, the increasing concern about greenhouse gas pollution,

and the strict emission standards force researchers into never-ending effort to design less

polluting and more fuel efficient vehicles. Free-piston linear alternator (FPLA) which is a

free-piston engine coupled to a linear alternator, converting piston’s kinetic energy into

electricity directly, has attracted considerable research interests recently by a number of
research groups worldwide due to its potential advantages listed bellow:

1. High efficiency. 1) Direct conversion of piston motion into electric energy with shorter
energy transferring path. 2) Reduction of friction between piston ring and cylinder wall
due to the elimination of the dynamic piston side forces.

2. High power capacity. With a free-piston engine, heavy mechanical components as
crankshaft, flywheel and camshaft are eliminated and the generator is integrated into
the engine directly. Therefore, the power-train will have fewer components, lower
weight and also occupies less space.

3. Controllable compression ratio. The stroke and thus the compression ratio can be
dynamically controlled through the electrical load.

4. Multi-fuel feasibility. The variable compression ratio feature provides the opportunity
for the engine to be operated with wide range of fuels [1].

5. Few moving parts. There is only one major moving part: the piston, connecting rod and
translator assembly. As a consequence, the engine requires less lubrication and has less
friction wear.

6. Good transient response. The free-piston engine reaches its operating point almost
immediately since it does not have any energy accumulators, such as flywheel [2].

In the recent two decades, some literatures have already been published about the design

and numerical simulation of FPLA. Martin Goertz and Lixin Peng evaluated several

feasible hybrid power-train concepts and the results indicated that free-piston linear
generator was one of the most promising candidates of the future power-train
configuration [3]. West Virginia University had already demonstrated stable operation of

a spark ignited FPLA prototype with bore of 36.5mm, maximum possible stroke of 50mm

and 316W output power was produced at 79V working at full load [4]. Ehab Shoukry did

some research about parametric study of a two-stroke direct injection linear engine using

zero dimensional single zone models [5].The European Union has been doing a subject of
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Free-piston Energy Converter (FPEC) since 2002 aimed to develop an efficient new
technology suitable for vehicle propulsion, auxiliary power unit and distributed power
generation. The design and optimization of linear alternator and crankless engine, control
strategy, numerical simulation and power management have been carried out
systemically [6]. Dr. Peter Van Blarigan at Sandia National Laboratory presented the
design of a dual piston free-piston engine generator with 40kW electric power output and
the engine employed homogeneous charge compression ignition (HCCI) operating on a
variety of hydrogen-containing fuels [7, 8]. Jakob Fredriksson and Ingemar Denbratt at
Chalmers University of Technology investigated a two-stroke free-piston engine with
different fuels using BOOST and SENKIN [9]. Czech Technical University had
successfully developed a direct injection FPLA prototype recently, and steady operation
had been realized based on precise motion control. When the prototype was running with
frequency of 27Hz and compression of 9, the average power output was approximately
350W, but the efficiency had not been reported [10]. Mikalsen and Roskilly proposed a
design of a single cylinder free-piston engine generator with gas-filled bounce chamber,
simulated its working process and discussed the effects of parameters in a wide operating
range to the engine’s performance [11]. A novel approach of modeling the free-piston
engines through the introduction of solution-dependent mesh motion in an engine CFD
toolkit OpenFOAM was also presented [12].
Dimensionless analysis using Buckingham’s © theory was performed base on the parameters
of a spark ignited FPLA prototype (as can be seen in Fig.1) in the following contents. The
objectives of this work are:
e To decrease the number of variables and still use the equations involved in the
modeling of FPLA.
e To generalize the study of FPLA to a wide range of geometrical designs in order to find
out the best geometric dimensions with most favorable performance.
e To establish a scale for the similitude concept so the experiments done on the existing
prototype could be used to predict performances for FPLA with various sizes and

dimensions.
cylinder  exhaust port back iron raster permanent magnet spark plug
/‘/ A T 7 7 /ll—ll/ >i
LI T T T T T 1] \
LN N1 L Ly | 1 1 ] /
/,f/ Gl 1T

scavenge port

Fig. 1. FPLA configuration

piston

sealing

coil

intake port

carburetor



Dimensionless Parametric Analysis of Spark Ignited Free-Piston Linear Alternator 273

2. System modeling

2.1 Dynamic modeling

The Modeling of FPLA and numerical simulation of its performance have already been done
by a lot of researchers. Usually the model consists of a dynamic calculation of the piston
motion and a thermodynamic calculation of the engine’s thermodynamic events. The piston
motion is governed by the interaction of forces that act on the piston simultaneously, which
are in-cylinder pressure force from each cylinder, electromagnetic force, friction force and
inertia force, as is shown in Fig.2.

—— :
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—» -
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Fig. 2. Free body diagram for FPLA
The Newton’s second law is applied:
d*x
mW:(pL_pR)A_Ff_Fe @

Since the FPLA doesn’t have a crankshaft, it is free of the dynamic friction caused by the
crankshaft mechanism and the friction force is caused mainly by the interactions between
cylinder and piston rings, cylinder and piston skirt, which is small compared with the load
of the linear alternator. Therefore, the friction force is considered to be constant during the
whole cycle in the calculation [13].

2.2 Modeling of the linear alternator

The linear alternator consists of two main components, a stator and a translator. The
permanent magnets are mounted on the stator and the translator is the moving portion of
the machine which is made up of coils. A schematic of a three-phase, “U” shaped linear
alternator with permanent magnet (PM) excitation is shown in Fig.3.

The FPLA operates on the same basic physical principles as conventional rotary alternators.
The principle that governs the voltage generating operation of the alternator is Faraday’s
law expressed as [14]:

i dg

Eind = A el g 2

The permanent magnets create a magneto motive force (MMF) in the air gap between the
stator and the winding coils as shown in Fig.4, and it can be described by the following
mathematic equation:
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Fig. 3. Schematic of a U shaped three-phrase linear alternator
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Where M,= H .
The mean value of the MMF can be obtained from the single-order truncated Fourier series
[15]:

M (x) =%°+a1 cos(%x}—bl sin[%x) 4
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Where,
1 27
”0:;,[0 M (x)dx =0
27
I M (x )COS( jdx 0
27 . X 4 . ”Tp
I Mg (x)sin| == |dx = —M,, sin| -
T Vd 27
Then

4 T | L [ 7x
M (x)= ;MP sm[zf}sm(rj .

So the flux density in the air gap due to PM is:
B(x) =22 M, (v) =222 sm[ Tv]sin[”jzzsmsm(“j 6
g g T 2 T
Where

7T,

B, = M sin| —%

g T 27
Both experimental measurements and numerical calculation by finite element method
showed that the flux in the air gap of the PM exited linear alternator in Fig.4 could be

assumed to be sinusoidal supporting the above result [16].
Therefore, the flux contained in the differential element dx is:

d¢ = B(x)dA = B(x)Hdx 6)

Then the total flux contained in the coil of one phase at random position x is described by
the following equation:

j N,y HB(x)dx = j IRV sm(zp]sin(”x]dx
g T

T
T
=-tHNM, yogzsin[pj cos (zxj
g 27 T

)

Thus, the induced electromotive force produced in the coil of one phase is:

7T
e=— a2 _ NCDilMpﬂﬁsin —£ sin[zxjd—x 8)
g 27 T )dt
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The induced current from the load circuit can be derived in the following equations:

(1) = (R + Ry )iy (1) + 1200 ©)
R5+RLt
iL(t)=;£tl)2[1—e' L ] (10)
S L

The magnetic force has the opposite direction to the direction of the translator’s movement.
According to Ampere’s law, it is described in the following equation:

7R5+RLt
[16 L ]
_ s rr AT72072 B2 . o mx\dx
F672NCOI'1B(X)1LH74H N 'IB’HWSIH (TJE (11)

coi

When it comes to three-phase linear alternator, the third phase is derived from another two
according to the following equation [17]:

sin(p:—sin[(p-k%;rj—sin((p—%ﬁj (12)

So the total electromagnetic force produced by a three-phase linear alternator is:

_R5+RLt
l1-e L ]
F,=4H?N?* B L\ & [s,in2 (”—x—éﬂ)+sin2 (”—xj+sin2 (ﬁx+§7r]]

coil 1M Rs + RL E

T T T
Rk, 1 dx
:6H2N30i133,[1—e L det (13)
S 1
_R5+RLt
:M{l—e L ](Z
Where
262 p2 1
M =6H"N_;B,,
R, +R,

In order to develop a first approach analysis, it's assumed that the alternator circuit works in
resonance condition, which means that the current and voltage have the same phase, so that
it is possible to consider the circuit as only a resistance [18]. Thus, the electromagnetic force
is proportional to the speed of the translator:

E-m® (14)
dt
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2.3 Thermodynamic modeling

The thermodynamic model is derived based on the first law of thermodynamics and ideal
gas law. It consists of the calculation of the process of scavenging, compression, combustion,
expansion and exhaust. The zero-dimensional, single zone model is used to describe the
thermodynamic process.

Appling the first law of thermodynamics and ideal gas law on the cylinder as an open
thermodynamic system, shown in Fig.5, and assuming that the specific heat cy and the gas
constant R are constant:

ﬂz—pd—v+d—Q+Hi—H8 (15)
dt dt  dt

AN

d—Q <& Hi dv dt

dt P
\\ N \ i

Fig. 5. Thermodynamic system of FPLA
For the case of compression and expansion process neglecting the crevice flow and the

leakage, the first law of thermodynamics applied to the cylinder content becomes:

d(e/T) __ dv_ dQ

. 16
gt dt  dt (16)

Considering the cylinder content is ideal gas, and then at every instant the ideal gas law is
satisfied:
pV =m;, RT (17)

Substitution and mathematical manipulation yield the following equation which is used to
calculate the in-cylinder pressure at each time step.
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dp _y-1dQ pdV

18
v dt TVar (18)

In the combustion model, since the engine is crankless, a time-based Wiebe functions (as

opposed to a conventional crank angle-based approach) is used to express the mass fraction
burned in combustion process [4]:

1+b
Z(t)zl—exp[—a{ttto] ] (19)

and the heat rate released during combustion is:

b 1+b

ot ot

The in-cylinder heat transfer effect is modeled according to Hohenberg [19]:

oQy
7’* =hA,(T-T,) (21)
0.8 B 0.8
h =130V 0% [%j 704 (u+ 1.4] 22)

Since most heat transfer models, like the ones proposed by Woschni and Hohenberg, are
made for Diesel engines. This means that they take radiative heat transfer effect into
account, which is hardly present in premixed combustion. Hence, in the numerical
simulations a factor of 0.5 is introduced to reduce the heat transfer coefficient [9].

So the total energy that is used to increase the in-cylinder pressure in equation (18) can be
expressed in the following equation:

4Q _0Q:  Qu

dt ot ot 23)

Exhaust blown down is modeled to be a polytrophic expansion process while the exhaust
port is opening and the scavenging ports are still covered by the piston [11].

dp _n-1dQ  pdV

v dt vV odr (24)

For two-stroke spark ignition engines with under piston or crankcase scavenging, the
scavenging efficiency is about 0.7~0.9 [20], , a scavenging efficiency of 0.8 is introduced to
evaluate the effects of incomplete scavenging effect. The moment the scavenging ports are
open, the pressure and temperature are assumed to be the same with the scavenging
conditions and the incoming gases mix entirely with the burned gases.
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3. Dimensionless analysis

3.1 Dimensionless modeling of FPLA

The dimension of a physical quantity is associated with combinations of mass, length, time,
temperature and heat quantity, represented by symbols [M], [L], [T], [6] and [H]
respectively, each raised to rational powers. Since heat quantity is also a kind of energy, its
dimension is replaced with [ML2T-2].

The basic variables that involved were defined based on the dynamic and thermodynamic
modeling of FPLA. The variables and their dimensions are listed in Tab.1.

Variables Symbol Dimensions
Bore D [L]
Piston area A [L2]
Volume of the cylinder 1% [L3]
Effective stroke length Leg [L]

Total stroke length Lot [L]
Translator ignition position Xign [L]

Mass of the translator m [M]
Load coefficient M [MT-1]
Friction force Fr [MLT-2]
Energy Q [ML2T-2]
Scavenge pressure Po [ML-1T-2]
Scavenge temperature To [6]
Pressure r [ML-1T-2]
Gas constant R [OL1T-2]
Temperature T [6]

Wall temperature Tw [6]
Combustion duration te [T]
Compression ratio € [1]
indicated efficiency ni [1]
Effective efficiency e [1]

Time t [T]
Frequency f [T1]

Table 1. Basic variables and their dimensions

The effective stroke length is the distance between the upper edge of the exhaust port and
the cylinder and the total stroke length is distance that the translator can travel from
cylinder head to cylinder head [21].

Since the FPLA is controlled based on the displacement feedback of displacement sensor,
the ignition timing is defined by the position of the translator where the controller gives out
the ignition signals.

According to Buckingham'’s n theory [22], four fundamental reference variables which are
independent from each other were chosen, and the other variables are described with these
reference variables in their index form and every redefined variable is dimensionless. The
four reference variables chosen were bore, mass of the translator, scavenging pressure and
scavenging temperature.

Dividing the basic variables by the reference variables results in the dimensionless variables:
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Dimensionless bore D*=D/D=1
Dimensionless piston area A=A/D?
Dimensionless cylinder volume V=V/D3
Dimensionless total stroke length Ltot ™= Ltot /D
Dimensionless mass of the translator m'=m/m=1
Dimensionless scavenge air pressure po™=po/po=1
Dimensionless scavenging temperature To=To/ To=1
Dimensionless temperature T=T/To
Dimensionless wall temperature Tw'=Tw/ To
Dimensionless load coefficient M=M/ (po®5D05m0-5)

Since the dimensionless translator ignition position is changing with different stroke length
and fixed translator ignition position, in the dimensionless calculation, its actual
dimensionless value taken is defined by the compression ratio the engine has already
achieved when the spark plug ignites, as is described in Fig.6.

& :VLff = DZLW = Ly /D = Ly * (25)
! ViS” DZ (Ltuf /2 _xign) (Ltat /2 ~ Xign ) /D Ltot /2 ~ Xign
Then the dimensionless translator ignition position can be deduced:
. Ly Ly
X =t - (26)
gign
L
- o >
X
>
0
‘ X ign )
Xs
|t Lmt/z > me/z »

Fig. 6. Diagram of translator ignition position

Substituting all the dimensionless variables into equations (1) and (18), the following
equations can be derived:
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5) 13)
m D 1 A 1 M D
Z 2 :;F(pL_ R)_ 2tf T 1 1 1 ' (27)
d(t] 0 Po po2D2m? d{t]
t, r
~d?x N A “ o dx 8
a2 (PL —PR) ~F -M i (28)
v ) 24y )
0 0 Y- 0
- =, L0 + 29
it [t 5% AN (29)
ti’ D3 tr D3 r
A p AV y-1dQ (30)
dt’ vidt vhodr
101 1

Where ¢ = m§p07§D7 and equations (28) (30) are the dimensionless form of the translator’s

dynamic and thermodynamic equations.
The dimensionless gas constant was deduced based on the ideal gas law:

rVv
R-PY _pD _mlh pV _ R (31)
my, T My T pD* my, T pD’
m Ty mT,

Since the in-cylinder temperature is strongly transient, the dimensionless in-cylinder
temperature is acquired using the dimensionless ideal gas law:

=PV (32)
m;, R

So the dimensionless variables defined in equations (28) (30) and (31) are:

Dimensionless time r=t/t,
Dimensionless combustion duration t=t/ b
Dimensionless frequency f=ft
Dimensionless friction force Ff=F¢/ (po'D?)
Dimensionless pressure r=p/po
Dimensionless energy Q=Q/ (poD?3)
Dimensionless gas constant R=R/(po-D3/m/ Ty)

The combustion model and heat transfer equations can also be transferred to their
dimensionless form using the dimensionless parameters we have already obtained:

* * *\b * \b+1
. 1 - -
an ey a(bj )[t *to] exp[—g(t *to] } (33)
ot £ £ £
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+ 0.8 o 0.8
ho=130v"0%| P | 704y 414 (34)
10°
0Q,," s+ ifon o
é‘t/it =h Acyl (T _Tw ) (35)

All the equations were solved with a numerical simulating program in Matlab. The program
starts calculation using a group of mathematic equations describing the dimensionless
dynamic and dimensionless thermodynamic processes of FPLA, including the heat transfer
rate, the in-cylinder pressure, the in-cylinder temperature, the fraction of fuel that burnt, the
load and the work done, etc. At each time step, the program calls the dynamic subroutine
and updates the displacement, the velocity, the averaged velocity and the acceleration. After
the engine stabilizes, the program calculates the engine frequency, the compression ratio,
the indicated power, the frictional power, the effective power output and the effective
efficiency.

The dimensionless form of the output parameters are:

Di . s . * Leff ’ Leff
imensionless compression ratio & =— == =
Ly /2-%; L /2=
Dimensionless frictional work Wf* = 4Ff*x:
Dimensionless averaged speed u = 4x.f"
Dimensionless indicated work W, = CJSV. pdv’
Dimensionless effective work W, =W, - Wf*
Dimensionless indicated efficiency n = V\]i* A/ n;
Qin Qin
N e AR
Dimensionless effective efficiency n, = — = =7,
Qin Qin
Dimensionless effective power output P =W, f
Dimensionless frictional power Pf* = Wf* f

The dimensionless compression ratio and efficiency have just the same value with their
dimensional forms, which are used to validate the correctness of the dimensionless process.

3.2 Operating ranges

The variables of the dimensionless analysis were chosen to cover the normal operating
ranges of two-stroke free-piston engine. The base case represented the parameters of the
experimental spark ignited, two-stroke FPLA prototype that was built in Beijing Institute of
Technology. The basic parameters are listed in Tab.2.

The effective stroke length to bore ratio, dimensionless load coefficient, dimensionless
translator ignition position, dimensionless combustion duration and dimensionless input
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energy (opening proportion of the throttle) were the variable input factors of the parametric
study. The dimensionless operating matrixes of each parameter are listed in Tab.3.

Basic parameters Value Dimensionless value
D/mm 34 1

Legr/ mm 20 0.5882
Lt/ mm 36 1.0588
Ri/Q 25 x
Rs/Q 2 x
M/N (m 1)1 55.3 0.7746
m/kg 1.74 1
po/bar 1 1
To/K 293 1
To/K 453 1.5461
t./ms 5 0.2210
Eign 4 X

a 30% X

Table 2. Parameters of the FPLA prototype

Parameters Value

casel case2 case3 cased caseb caseb case?7
Leg 0.5 0.6 0.7 0.8 0.9 1.0 1.1
Rp/Q 2 2.5 3 4 X
M/N-(m-s1)1 622320 55.3174 49.7856 41.4880 X X X
M 0.8714 0.7746 0.6971 0.5809 X X X
Eign 3 4 5 6 X X X
t./ms 3 4 5 6 x X X
t* 0.1326 0.1768 0.2210 0.2652 X X X
a 25% 30% 35% X X X X

Table 3. Dimensionless operating matrix of FPLA

The dimensionless effective stroke length was defined as the first independent variable
while the dimensionless load coefficient, dimensionless translator ignition position,
dimensionless combustion duration and dimensionless input energy were taken as second
independent variables. When analyzing the effects of each second variable, the other second
variables would be set to equal to the base case which was decided by the FPLA prototype.

4. CFD calculation of combustion process for validation

4.1 Combustion modeling of FPLA

Since the combustion model used in the numerical program is zero dimensional Wiebe
function and some parameters like combustion duration are of great uncertainty, the
accuracy of the numerical calculated results is suspectable. Nowadays, multi-dimensional
CFD computational tools have become an integral part of the engine design process due
mainly to advances in computing capabilities and improvements in the modeling techniques
utilized. In this study, in order to validate the results of dimensionless analysis, a multi-
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dimensional commercial CFD software AVL_Fire was used to evaluate the effects of
translator ignition position with different effective stroke length to bore ratio.

As the FPLA doesn’t have a crankshaft mechanism, the dynamics of the piston is totally
different from conventional engine. The dynamics were defined based on the results of a
zero dimensional FPLA modeling mentioned in the former paragraphs. The dynamics and
thermodynamics equations of FPLA in section 2 were solved using a numerical simulating
program in Matlab, and some of the parameters were defined according to the experimental
data measured. Then the dynamics of the FPLA were incorporated into AVL_Fire to define
the movement of the piston. The piston motion profile was described with two arrays of
numbers, one of which represented the ECA (Here ECA is equivalent crank angle which is
used to note the port timings. However, it is only a time notation since the free-piston
engine does not have a crankshaft to define the piston’s motion and ECA= {360 [23, 24,
25]) and the other represented the displacement of the piston, and then the file was
imported into the CFD code directly. Since there was no coupling between CFD code and
free piston’s motion, the dynamics was adjusted depending on the desired operating
frequency and the stroke of the free-piston engine in the zero-dimensional FPLA simulating
program. The dynamic mesh tool Fame Engine in AVL_Fire was used to create the moving
mesh according to the numerical simulated free-piston motion profile. The update of the
volume was handled automatically at each time step based on the new positions of the
piston.

Only compression, combustion and expansion processes of the free-piston engine were
calculated in order to minimize the number of computational cells (intake port, scavenging
ports, exhaust port and scavenging case were not included in the combustion process). The
computational model of the cylinder is shown in Fig.7, and the basic geometry is defined
based on the FPLA prototype. Due to the symmetry of the cylinder ports layout, it is only
necessary to model half of the geometry in order to minimize the computational cost.

Fig. 7. Computational mesh of cylinder

4.2 Boundary conditions and combustion model

The boundary conditions were chosen to reflect the physical conditions which exist in the
validation model and the prototype engine. Constant wall temperatures were also used. The
standard k-& model was employed to capture turbulence. As the engine operates on a two
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stroke cycle, the simulations run from the point of exhaust port closing to the point of
exhaust port opening.

The initial conditions in the cylinder, such as pressure, temperature, EGR ratio and kinetic
energy were defined based on the results of multi-dimensional scavenging calculation using
CFD tools. In order to investigate the effects of ignition timings, the initial conditions were
the same with base case. The input energy in the cylinder had just the same value as it is in
the numerical simulation program.

Probability Density Function (PDF) model which takes into account the simultaneous
effects of both finite rate chemistry and turbulence was chosen to describe the combustion
process. The benefits of the PDF approach lie in the fact that it provides a complete
statistical description of the scalar quantities under consideration. Thus, it allows first
(mean values), second (variance), and even higher (skewness) order moments to be easily
extracted, and that the term expressing the rate of chemical reaction appears in closed
form.

4.3 CFD calculation cases

Based on the basic geometry of the FPLA, two kinds of effective stroke length to bore ratio
and four ignition compression ratios were chosen in the CFD calculation. The other
parameters are the same with the base case mentioned before.

As the piston dynamics is changing with different operating conditions, the piston motion
profiles have to be defined first in the numerical simulation program, and then the required
data in the CFD calculation can be derived, which are listed in Tab.4. The other parameters
are based on the FPLA prototype. The revolution of the engine doesn’t has real meanings as
the free piston engine does not have a crankshaft, and it is bring forward just to complete
the combustion process required by the CFD software.

Practically, the maximum compression ratio is confined by the geometry of the chamber
since the roof of cylinder and piston is not flat, as is shown in Fig.7. Thus, we have to make
sure that the compression ratios of the typical effective stroke length chosen do not exceed
their maximum value.

Leg/mm D/mm Leg /D ggn tign/ECA € f/Hz EGR Qiy/] Revolution/rpm

23 34 0.6765 3 3195 210 46.7 20% 17.84 2803.7
23 34 0.6765 4 3285 222 450 20% 17.84 2697.8
23 34 0.6765 5 333.6 21.6 434 20% 17.84 2606.4
23 34 0.6765 6 3374 207 422 20% 17.84 2531.6
35 34 1.0294 3 3207 114 341 20% 27.15 2046.4
35 34 1.0294 4 3286 138 337 20% 2715 2025.0
35 34 1.0294 5 3337 146 33.0 20% 2715 1980.2
35 34 1.0294 6 3354 145 321 20% 27.15 1928.0

Table 4. CFD calculation cases

The piston motion profiles with different operating conditions listed in Tab.4 are shown in
Fig.8.
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Fig. 8. Piston dynamics with different operating conditions

5. Results and discussion

5.1 Zero dimensional models validation

In order to make sure most part of the numerical simulation program is correct, the
numerical simulated in-cylinder pressure is compared with experimental derived pressure
in Fig.9. The thermodynamic model used in the numerical analysis is a single zone model. In
single zone models the cylinder mixture composition, pressure and temperature are
considered to be uniform and the energy release rate is modeled using experiential model.
Matching the experimentally and numerically derived pressure profiles was a complicated
task due to the simplification and unknown variables, such as the actual heat addition, the
combustion duration and the actual load when the engine was running. Seen in Fig.9, the
numerical simulation model used to simulate the operation of FPLA proved to be in
agreement with the experimental data with a certain combination of the variables.

5.2 Effects of dimensionless parameters

5.2.1 Effects of dimensionless effective stroke length

The stroke to bore ratio is one of the core design variables in internal combustion engines,
relating combustion chamber surface area to its volume and piston area to stroke length
[11]. In order to predict the performance of FPLA with various sizes and dimensions, seven
cases of dimensionless effective stroke length were chosen as the basic variable to
investigate the performance of the FPLA in wide operating ranges.
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Fig. 9. Comparation of experimental and numerical simulated pressure data
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Fig. 10. Dimensionless velocity vs. dimensionless displacement with different effective
stroke length to bore ratio
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Fig.10 illustrates the change of dimensionless velocity versus dimensionless displacement
for different effective stroke length to bore ratios while the other parameters remain the
same with the base case. It can be seen that as the dimensionless effective stroke length
increases, the dimensionless velocity increases. However, the profile of all the curves is
similar to each other, which means this kind of free-piston engine has its own specific
characteristics.

As is shown in Figs.11~13, the dimensionless compression ratio, dimensionless frequency
and dimensionless in-cylinder peak pressure keep decreasing as the effective stroke length
to bore ratio increases. These are because as the dimensionless effective stroke length
increases, the translator has to travel longer strokes and more energy is wasted overcoming
friction. And as the effective stroke length to bore ratio increases, the cylinder contains more
charge and the charge would contain more energy during compression stoke; therefore the
dimensionless compression ratio would decrease.

The highest dimensionless effective efficiency is achieved while L. is 0.8 under the basic
working conditions, and the peak point is mainly affected by the other four dimensionless
parameters, which will be discussed in the following sections.

As the effective stroke length to bore ratio increases, the dimensionless energy input to the
engine every cycle increases as a result of increasing the volume of the cylinder. Since the
dimensionless effective power output is also strongly determined by the dimensionless
frequency and dimensionless effective efficiency, the highest effective power output is
achieved while L.# is 0.9 under the basic working conditions.
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Fig. 11. Effects of effective stroke length to bore ratio to dimensionless compression ratio
and dimensionless effective efficiency
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5.2.2 Effects of dimensionless load coefficient

Increasing the dimensionless load coefficient means the load demand of the linear alternator
is increasing and the electromagnetic force produced by the linear alternator is increasing.
Four different dimensionless load coefficients (M1>M2>M"3>M*4) were chosen to
investigate the effects of changing the load of the linear alternator. The load coefficient was
varied by changing the value of the load resistance. According to the results calculated, the
dimensionless load coefficient has large impact on different parameters studied and can
affect the operating condition of FPLA.

According to Figs.14~15, as the dimensionless load coefficient increases, the dimensionless
compression ratio and dimensionless frequency decrease since bigger electromagnetic force
is acting on the translator. The highest dimensionless effective efficiency is changing with
different dimensionless load coefficient and effective stroke length to bore ratio. As is shown
in Fig.14, when the effective stroke length to bore ratio is less than 0.67, smaller
dimensionless load coefficient would lead to a higher dimensionless effective efficiency and
when the effective stroke length to bore ratio is more than 1.0, the larger the load coefficient
the higher the dimensionless effective efficiency. The reason behind these is believed to be
caused by the percentage of heat released before top dead center (TDC), which is strongly
determined by the frequency of the translator.
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Fig. 14. Effects of dimensionless load coefficient to dimensionless compression ratio and
dimensionless effective efficiency

As is shown in Fig.15, smallest dimensionless load coefficient lead to the highest
dimensionless power output although the dimensionless effective efficiency is the lowest
since the dimensionless frequency with smaller load coefficient is higher. It is more obvious
when the effective stroke length to bore ratio is more than 1.0 since smaller load coefficient
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lead to higher dimensionless effective efficiency and higher dimensionless frequency.
Therefore, we can conclude that the main factor that controls the power output of FPLA is
its frequency.
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Fig. 15. Effects of dimensionless load coefficient to dimensionless frequency and
dimensionless effective power output

5.2.3 Effects of dimensionless translator ignition position

Ignition timing is one of the major parameters that control the engine's operating conditions,
such as frequency and compression ratio. Since the dimensionless ignition timing is
changing with different dimensionless stroke length, the ignition timing is defined by the
compression ratio the engine has already achieved when the spark plug ignites in the
calculation, and it means that the lower the ignition compression ratio is the bigger the
ignition advance is.

According to some literatures [3][5], it's held that an earlier combustion in diesel free-piston
engines would lead to more waste of energy to reverse the translator, thus the efficiency and
frequency would drop. However, according to the results of spark ignited FPLA obtained in
this paper, with different effective stroke length to bore ratio the best ignition advance
differs with each other, since an early ignition is associated with negative work in the
compression stroke and a late ignition is associated with low peak in-cylinder pressure, as is
shown in Fig.16.

As is described in Figs.17~18, with smaller effective stroke length to bore ratio (closer to 0.5),
a bigger ignition advance would lead to higher dimensionless compression ratio, higher
dimensionless effective efficiency, higher dimensionless frequency and higher
dimensionless effective power output. The reason is that with small dimensionless effective
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stroke length, the dimensionless frequency of FPLA is high and most of the energy is
released after TDC. Thus, the in-cylinder peak pressure is higher with a bigger ignition
advance, which will help improve the performance of the engine. With a high effective
stroke length to bore ratio (closer to 1.1), the frequency of the engine decreases a lot since the
translator has to travel a longer stroke and a bigger proportion of energy will be released
before TDC, which is associated with negative work in the compression stroke. According to
the results derived, when the dimensionless effective stroke length is longer than 1.0, the
ignition compression ratio of 5 would leads to the best engine performance.

The dimensionless effective power output is determined by dimensionless effective
efficiency and dimensionless frequency, as has been discussed before. As is shown in Fig.18,
the biggest dimensionless power output is achieved when effective stroke length to bore
ratio is 0.9 and ignition compression ratio is 4. Since the dimensionless frequency has little
deviation with different ignition compression ratios, the dimensionless effective power
output has similar trends with the dimensionless effective efficiency.

In order to analysis the effects of different ignition timings, the combustion duration was
assumed to be invariant. However, the combustion duration is strongly depend on the
working conditions of the engine, thus CFD tools were taken to analysis the effects of
different ignition timings to verify the dimensionless results later.
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Fig. 18. Effects of dimensionless translator ignition position to dimensionless frequency and
dimensionless effective power output

5.2.4 Effect of dimensionless combustion duration
The modeling of the heat release in free-piston engine is one of the factors with the highest
degree of uncertainty in the simulation model [11]. The piston motion of free-piston engines
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differs significantly from that of conventional engines and very little research exists on how
this influences the combustion process. In the dimensionless calculation, the heat release
rate is defined by the combustion duration and shorter combustion duration will lead to a
faster heat release rate. Based on the base case, four cases of combustion duration were
chosen to instigate its effects to the engine’s performances.
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Fig. 19. Effects of dimensionless combustion duration to dimensionless compression ratio
and dimensionless effective efficiency

Seen in Fig.19, a shorter combustion duration which means a faster heat release rate would
lead to a higher compression ratio and higher effective efficiency when the dimensionless
effective stroke length is less than 0.68 and 0.75. However, as the dimensionless effective
stroke length increases, the dimensionless frequency will decrease and more energy will be
released before TDC. For shorter combustion duration a lot more percentage of energy is
released before TDC, which is associated with more negative work in the compression
stroke. Thus, shorter combustion duration would lead to a lower dimensionless
compression ratio and lower dimensionless effective efficiency with a longer dimensionless
effective stroke length and fixed ignition compression ratio.

As is shown in Fig.20, shorter combustion duration leads to a higher frequency with smaller
dimensionless effective stroke length and as dimensionless effective stroke length grows,
shorter combustion duration leads to faster decreasing of dimensionless frequency as more
energy is released before TDC to stop the translator. The dimensionless effective power
output is determined by the dimensionless frequency and dimensionless effective efficiency
and it has a similar trend with dimensionless efficiency.

Therefore, with a longer effective stroke length to bore ratio it is recommended to postpone
the ignition timing to achieve a good performance of the free-piston engine.
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Fig. 20. Effects of dimensionless combustion duration to dimensionless frequency and
dimensionless effective power output

5.2.5 Effects of dimensionless input energy

The free-piston engine investigated in this paper is a spark-ignited engine and the input
energy is varied by changing the opening proportion of the throttle. For FPLA, a much
narrow range of operating speeds is expected to be utilized, which is due to the electrical
generating scheme employed by the device [23]. Therefore, the opening proportion of the
throttle is confined to low speed range. According to the load of FPLA, efficient generation
will be achieved by operation at a fixed oscillating rate.

The effects of different dimensionless input energy while other parameters remain the same
with the base case are shown in Figs.21~22. As expected, with more input energy, the
dimensionless frequency, dimensionless compression ratio and dimensionless effective power
output of the engine are increasing since more energy is released in the combustion process.
The amount of energy input to the engine is strictly determined by the load of FPLA. If we
keep increasing the amount of input energy, the current load coefficient is not suitable for
the current load coefficient and the speed of the translator will keep increasing since extra
energy cannot be extracted, and at last the piston will crush with the cylinder head, which is
strictly forbidden. However, if we decrease the amount of input energy, the translator will
stop since the amount of energy is not enough to sustain the stable operation of the engine.
Therefore, the operation range of the engine is confined by the load of the linear alternator,
and the amount of the input energy has to be adjusted with the load coefficient to obtain a
higher efficiency or higher power output.

5.3 CFD calculated results
In order to verify the results of dimensionless translator ignition position of spark ignited
free-piston engines, multi-dimensional CFD tools were used to calculate the combustion
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process of the FPLA with four different ignition timings and two kinds of effective stroke
length to bore ratio.
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Nomenclature

a  combustion constant R air gas constant

A top area of the piston Ry load resistance

Ay heat transfer area Rs  internal resistance of coils

b combustion form factor t time

B magnetic induction intensity tp  time combustion begins

cy constant volume specific heat t. combustion duration

D  cylinder diameter tign  ignition timing

f  frequency T  temperature

F. electromagnetic force To scavenge temperature

Fr  friction force T, wall temperature

g  air gap length U  internal energy

h heat transfer coefficient {y ~mean piston speed

hy  thickness of the permanent magnet V  displaced volume of the cylinder

H length of the coils cutting magnetic v effectively compressed volume of the
lines 4 cylinder

H. magnetic field strength Vign volume of the cylinder when ignite

H, enthalpy output W work done

H; enthalpy input W,  effective work

ir  current in the load circuit Wy frictional work

L induction W,  indicated work

Li: total stroke length x  displacement of the translator

Les effective stroke length Xign translator ignition position

m  translator mass xs  half of maximum stroke length

mix mass of the charge a opening proportion of throttle

M load coefficient Y  specific heat ratio

Mr mean magneto motive force 3 compression ratio

n  polytrophic exponent &gn ignition compression ratio

Nei number of turns in the coil &md  induced voltage

p  in-cylinder absolute pressure @  flux passing through the coil

po scavenge pressure A total flux pass through the coil

pL  pressures in the left cylinder Mo  vacuum permeability

pr  pressures in the right cylinder T pole pitch

P, effective power output 7,  width of PM

Py frictional power ne  effective efficiency

Q energy 1 indicated efficiency

Qc heat released in combustion % velocity

2

Qut heat transfer Lxd acceleration
2

Qin_total input energy

sngrr

(The variable with superscript “*” is its dimensionless form.)

The in-cylinder pressure curves with different ignition compression ratio while
L#=0.6765 are shown in Fig.23. It is clear that smaller ignition compression ratio or bigger
ignition advance leads to higher peak pressure which is in agreement with the
dimensionless results.
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The in-cylinder pressure curves with different ignition compression ratio while L,#=1.0294 are
shown in Fig.24. The sequence of the peak pressure achieved with different ignition
compressionratioisp, _, >p, _5>p,. _¢>P, _3, which supports the dimensionless results.
The combustion duration calculated via CFD is about 4.4~5.6ms with different ignition
timings and effective stroke length, which has some deviation with the value in numerical
simulating program which is defined based on the heat release rate of FPLA prototype. The
deviations can be eliminated by using an iterative procedure between the numerical
simulating program and CFD calculation when calculating a specific free-piston engine.

6. Conclusion

A detailed dimensionless modeling and dimensionless parametric study of spark ignited

FPLA was presented to build up a guideline for the design of FPLA prototype with desired

operating performances. The parameters of the numerical simulation program were

amended by comparing the simulated in-cylinder pressure with experimentally derived
data. At last CFD calculation of the combustion process was carried out to verify the effects
of translator ignition position with two kinds of typical effective stroke length to bore ratios.

According to the dimensionless results, it can be concluded that:

1. For FPLA, a much narrow range of low operating speeds is expected to be utilized, which
is due to the electrical generating scheme employed by the device. Therefore, a bigger
stroke to bore ratio is favorable to decrease the to and fro frequency of the translator.

2. According to the load of FPLA, efficient power generation will be achieved by operating
at a fixed oscillating rate. With smaller effective stroke length to bore ratio, bigger load
coefficient is advantageous to achieve a higher effective efficiency while smaller load
coefficient would lead to higher effective efficiency with bigger effective stroke length
to bore ratio. Smaller load coefficient would lead to higher effective power output.

3. It has been found that an optimum ignition advance is available for the free-piston
engine to achieve its best performance since earlier ignition is associated with more
negative work in the compression stroke and a later ignition is associated with low peak
in-cylinder pressures.

4. The efficiency of the engine is mainly associated with the proportion of the energy
released before TDC which is associated with negative work to stop the translator. With
a longer effective stroke length to bore ratio it is recommended to postpone the ignition
timing to achieve a good performance of the engine.

5. According to the CFD calculated results with typical effective stroke length to bore ratio
and ignition timings, the dimensionless results were reasonable.
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Time Resolved Thermodynamics
Associated with Diatomic Ligand
Dissociation from Globins

Jaroslava Miksovska and Luisana Astudillo
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USA

1. Introduction

Ligand-induced conformational transitions play an eminent role in the biological activity of
proteins including recognition, signal transduction, and membrane trafficking.
Conformational transitions occur over a broad time range starting from picosecond
transitions that reflect reorientation of amino acid side chains to slower dynamics on the
millisecond time-scale that correspond to larger domain reorganization (Henzler-Wildman
et al, 2007). Direct characterization of the dynamics and energetics associated with
conformational changes over such a broad time range remains challenging due to
limitations in experimental protocols and often due to the absence of a suitable molecular
probe through which to detect structural reorganization. Photothermal methods such as
photoacoustic calorimetry (PAC) and photothermal beam deflection provide a unique
approach to characterize conformational transitions in terms of time resolved volume and
enthalpy changes (Gensché&Viappiani, 2003; Miksovska&Larsen, 2003). Unlike traditional
spectroscopic techniques that are sensitive to structural changes confined to the vicinity of a
chromophore, photothermal methods monitor overall changes in volume and enthalpy
allowing for the detection of structural transitions that are spectroscopically silent (i.e. do
not lead to optical perturbations of either intrinsic or extrinsic chromophores).

Myoglobin (Mb) and hemoglobin (Hb) play a crucial role in the storage and transport of
oxygen molecules in vertebrates and have served as model systems for understanding the
mechanism through which protein dynamics regulate ligand access to the active site, ligand
affinity and specificity, and, in the case of hemoglobin, oxygen binding cooperativity. Mb
and individual a- and (- subunits of Hb exhibit significant structural similarities, i.e. the
presence of a five coordinate heme iron with a His residue coordinated to the central iron
(proximal ligand) and a characteristic “3-on-3” globin fold (Fig. 1)(Park et al., 2006;
Yang&Phillips Jr, 1996). Both proteins reversibly bind small gaseous ligands such as O,, CO,
and NO. The photo-cleavable Fe-ligand bond allows for the monitoring of transient deoxy
intermediates using time-resolved absorption spectroscopy (Carver et al., 1990; Esquerra et
231., 2010; Gibson et al., 1986) and time resolved X-ray crystallography (Milani et al., 2008;
Srajer et al., 2001). Based on spectroscopic data and molecular dynamics approaches (Bossa
et al, 2004, Mouawad et al., 2005), a comprehensive molecular mechanism for ligand
migration in Mb was proposed including an initial diffusion of the photo-dissociated CO
molecule into the internal network of hydrophobic cavities, followed by a return
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Fig. 1. Left: Ribbon representation of the tetrameric human Hb structure (PBD entry 1FDH).
Right: horse heart Mb structure (PDB entry 1IWLA). The heme prosthetic groups are shown
as sticks. In the case of Mb, the distal and proximal histidine are visualized.

into the distal pocket and subsequent rebinding to heme iron or escape from the protein
through a distal histidine gate. The ligand migration into internal cavities induces a
structural deformation, which promotes a transient opening of a gate in the CO migration
channel. Such transitional reorganization of the internal cavities is ultimately associated
with a change in volume and/or enthalpy and thus can be probed using photothermal
techniques. Indeed, CO photo-dissociation from Mb has been intensively investigated using
PAC by our group and others (Belogortseva et al., 2007; Peters et al., 1992; Vetromile, et al.,
2011; Westrick&Peters, 1990; Westrick et al., 1990) and these results lead to a
thermodynamic description of the transient “deoxy intermediate” that is populated upon
CO photo-dissociation.

The mechanism of ligand migration in Hb is more complex, since it is determined by the
tertiary structure of individual subunits as well as by the tetramer quaternary structure.
Crystallographic data have shown that the structure of the fully unliganded tense (T) state
of Hb and the fully ligated relaxed (R) states differ at both the tertiary and quaternary
level (Park et al., 2006). Crystallographic and NMR studies suggest that the fully ligated
relaxed state corresponds to the ensemble of conformations with distinct structures
(Mueser et al., 2000; Silva et al., 1992). Moreover, Hb interactions with diatomic ligands is
modulated by physiological effectors such as protons, chloride, and phosphate ions, and
non-physiological ligands including inositol hexakisphosphate (IHP) and bezafibrate
(BZF) (Yonetani et al., 2002). Despite a structural homology between Hb and Mb, the
network of internal hydrophobic cavities identified in Mb is not conserved in Hb
suggesting distinct ligand migration pathways in this protein (Mouawad et al., 2005;
Savino et al., 2009). Here we present thermodynamic profiles of CO photo-dissociation
from human Hb in the presence of heterotropic allosteric effectors IHP and BZF. In
addition, we include an acoustic study of oxygen photo-dissociation from Mb that has not
been investigated previously using photothermal methods, despite the fact that oxygen is
the physiological ligand for Mb.
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2. Material and methods

Mb, Hb, inositol hexakisphosphate (IHP), and bezafibrate (BZF) were purchased from
Sigma-Aldrich and used as received. Fe(Ill) tetrakis(4-sulfonatophenyl)porphine (Fe(III)4SP)
was obtained from Frontier-Scientific Inc. Oxymyoglobin (O.-Mb) samples were prepared
by dissolving the protein in 50 mM HEPES buffer pH 7.0. The sample was then purged with
Ar for 10 min and reduced by addition of a freshly prepared solution of sodium dithionite.
The quality of the deoxymyoglobin (deoxyMb) was verified by UV-visible spectroscopy.
(O2-Mb) was obtained by bubbling air through deoxyMb sample. The CO bound
hemoglobin sample was prepared by desolving Hb in 100 mM HEPES buffer pH 7.0 in a 0.5
x lem quartz cuvette. The concentration of allosteric effectors was 5 mM for BZF and 1 mM
for IHP. The sample was then sealed with a septum cap and purged with Ar for 10 min,
reduced with a small amount of sodium dithionite to prepare deoxyhemoglobin (deoxyHb),
and subsequently bubbled with CO for approximately 1 min. Preparation of O»-Mb and CO-
Hb aducts was checked by UV-vis spectroscopy (Cary50, Varian).

2.1 Quantum yield determination

The quantum yield (®) was determined as described previously (Belogortseva et al., 2007).
All transient absorption measurements were carried out on 50 pM samples in 50 or 100 mM
HEPES buffer, pH 7.0, placed in a 2 mm path quartz cell. The cell was placed into a
temperature controlled holder (Quantum Northwest) and the ligand photo-dissociation was
triggered using a 532 nm output from a Nd:YAG laser (Minilite II, Continuum). The probe
beam, an output from the Xe arc lamp (200 W, Newport) was propagated through the
center of the cell and then focused on the input of a monochromator (Yvon-Jovin ). The
intensity of the probe beam was detected using an amplified photodiode (PDA 10A,
Thornlabs) and subsequently digitized (Wave Surfer 42Xs, 400 MHz). The power of the
pump beam was kept below 50 pJ to match the laser power used in photoacoustic
measurements. The quantum yield was determined by comparing the change in the sample
absorbance at 440 nm with that of the reference, CO bound myoglobin of known quantum
yield (®re= 0.96 (Henry et al., 1983)) according to Eq 1:

d = AAsamAgrefPref (1)
AArerAgsam
where AAgm and AAr are the absorbance change of the sample and reference at 440 nm,
respectively, and Ag.m and A are the change in the extinction coefficient between the CO
bound and reduced form of the sample and the reference, respectively.
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2.2 Photoacoustic calorimetry

The photo-acoustic set-up used in our lab was described previously (Miksovska&Larsen,
2003). Briefly, the sample in a quartz cell was placed in a temperature controlled holder
(Quantum Northwest). The 532 nm output from a Nd:YAG laser (7 ns pulse width , < 50 pJ
power) was shaped using a narrow slit (100 pm) and focused on the center of the quartz cell.
An acoustic detector (1 MHz, RV103, Panametrix) was coupled to the side of a quartz cell
using a thin layer of honey and the detector output was amplified using an ultrasonic
preamplifier (Panametrics 5662). The signal was then stored in a digitizer (Wave Surfer
42Xs, 400 MHz). The data were analyzed using Sound Analysis software (Quantum
Northwest).

2.3 Data analysis

The excitation of the photocleavable iron-ligand bond in heme proteins generates at least
two processes that contribute to the photoacoustic wave: the volume change due to the heat
released during the reaction (Q), and the volume change (AV’) due to the photo-triggered
structural changes (including bond cleavage / formation, electrostriction, solvation, etc.).
The amplitude of the sample acoustic wave (Asm) can be expressed as:

Acam = KE,(Q g% + AV @)

where K is the instrument response constant, E, is number of Einsteins absorbed, p is the
expansion coefficient, p is the density, and C;, is the heat capacity. For water, the (B/Cpp)
term strongly varies with temperature mainly due to the temperature dependence of the 8
term. To evaluate the instrument response constant, the photo-acoustic traces are measured
for a reference compound under experimental conditions (laser power, temperature, etc.)
identical to those for the sample measurements. We have used Fe(II)4SP as a reference since
it is non-fluorescent and photo-chemically stable. The amplitude of the reference acoustic
trace can be described as:

Ares = KEaEth‘%p ®)

where Epy is the energy of a photon at 532 nm (En= 53.7 kcal mol?t). The amount of heat
deposited to the solvent and the non-thermal volume changes can then be determined by
measuring the acoustic wave for the sample and the reference for several temperatures and
plotting the ratio of the sample and reference acoustic wave (¢) as a function of (Cpp/f)
according to Eq. 4:

Asam _ 4 _ 1P
Hny = P=QFAVES )
For a multi-step process that exhibits volume and enthalpy changes on the time-scale
between ~ 20 ns to 5 ps, the thermodynamic parameters for each individual step and
corresponding lifetimes can be determined due to the sensitivity of the acoustic detector to
the temporal profile of the pressure change. The time dependent sample acoustic signal
E(t)obs can be expressed as a convolution of the time dependent function describing the
volume change H(t) with the instrument response T(t) function (the reference acoustic
wave):
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t t t
HE) = ¢re7m + 227 — e ()
E(t)ops = H(OY®T (1) (6)
Asam

where ¢; and ¢, correspond to the (=***) term in Eq. 4 and the t; and 7, are the lifetime for

Aref
the first and subsequent step of the reaction, respectively. To retrieve thermodynamic and
kinetic parameters, the reference trace is convoluted with the H(t) function using estimated
parameters (¢; and 7; ) and the calculated E(t)cac is compared with the E(t)obs. The ¢; and t;
values are varied until a satisfactory fit is obtained in terms of 2 and autocorrelation
function. In practice, the lifetime for the prompt process is fixed to 1 ns, whereas other
parameters are allowed to be varied.

For processes that occur with a quantum yield that is temperature dependent in the
temperature range used in PAC measurements, the thermodynamic parameters for the fast
phase (t<20ns) are determined by plotting [En(1-$)]/®] versus (Cpp/p) according to Eq. 7
and the volume and enthalpy changes for the subsequent steps are obtained by plotting
(9Env/ @) versus (Cpp/P) according to Eq. 8 (Peters et al., 1992).

En(1-¢) _ _ Cpe

> = —AH + AV s (7)
¢Ehv — Cpp
o = AH + AV(_ﬁ 8)

where AH and AV correspond to the reaction enthalpy and volume change, respectively.

3. Results

Ligand migration in heme proteins is often described using the sequential three-state model
(Henry et al., 1983) shown in Scheme 2. Upon cleavage of the coordination bond between
the ligand and heme iron, the ligand is temporarily trapped within the protein matrix and
then it either directly rebinds back to the heme iron in the so called “geminate rebinding” or
diffuses from the protein matrix into the surrounding solvent. The subsequent bimolecular
ligand binding to heme iron occurs on significantly longer time scales, hundreds of
microseconds to milliseconds. The quantum yield for the geminate rebinding and for
bimolecular association is strongly dependent on the character of the ligand and the protein.
For example, CO rebinds to Mb predominantly through a bimolecular reaction with
quantum yield close to unity (®pim = 0.96 )(Henry et al., 1983), whereas the quantum yield
for bimolecular O, rebinding to heme proteins is significantly lower (Carver et al., 1990;
Walda et al., 1994), and NO rebinds predominantly through geminate rebinding (Ye et al.,
2002). To determine the thermodynamic parameters from acoustic data, the quantum yields
for CO and O bimolecular rebinding to Hb and Mb, respectively, have to be known. The
quantum yield for O; binding to Mb was measured in the temperature range from 5 °C to
35 °C (Fig. 2) and the values show a weak temperature dependence with the quantum yield
decreasing with increasing temperature. At 20 °C the quantum yield is 0.09 + 0.01 that is
within the range of values reported previously (® = 0.057 (Walda et al., 1994) and (® = 0.12
(Carver et al., 1990)). We have also measured the quantum yield for CO bimolecular
rebinding to Hb, and to Hb in the presence of effector molecules (Fig. 2). The quantum yield
increases linearly with temperature and at 20 °C, CO binds to Hb with quantum yield of
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0.68 and in the presence of IHP and BZF 0.62 and 0.46, respectively. A similar quantum
yield for CO bimolecular rebinding to Hb was reported previously by Unno et al. (®pim =0.7
at 20 °C) (Unno et al., 1990) and by Saffran and Gibson (®=0.7 for CO binding to Hb and ®
= 0.73 for CO association to Hb in the presence of IHP at 40 °C) (Saffran&Gibson, 1977).

D E—
fectly —— WEe’S I ——— WRFctl |
Ligand bound Photolyzed ligand in Ligand in the solvent
toheme iron primary or secondary
docking site

Scheme 2.

The photo-acoustic traces for O, dissociation from Fe(I[)Mb at pH 7.0 are shown in Fig. 3. At
low temperatures (6 °C to 15 °C), the sample photoacoustic traces show a phase shift with
respect to the reference trace indicating the presence of thermodynamic process(es) that
occurs between 50 ns and ~ 5 ps. The sample traces were deconvoluted as described in the
Materials and Methods section and the ¢; values were plotted as a function of the
temperature dependent factor (Cpp/P) (Fig. 4). The extrapolated volume and enthalpy
changes are listed in Table 1. The photo-cleavage of the Fe-O, bond is associated with a fast
structural relaxation (t< 20 ns) forming a transient “deoxy-Mb intermediate”. This initial
transition is endothermic (AH = 21 * 9 kcal mol!) and leads to a small volume contraction
of - 3.0 + 0.5 mL mol-. This initial relaxation is followed by ~ 250 ns kinetics that exhibit a
volume increase of 5.5 + 0.4 mL mol! and a very small enthalpy change of -8.9 + 8.0 kcal
mol-l. We associate the initial process with the photo-cleavage of the Fe-O, bond. A similar
volume decrease of approximately -3 mL mol! has been observed previously for the photo-
dissociation of Fe-CO bond in Mb (Westrick&Peters, 1990; Westrick et al., 1990). The
observed volume contraction reflects a fast relaxation of the heme binding pocket including:
i) cleavage of the hydrogen bond between the distal histidine and oxygen molecule
(Phillips&Schoenborn, 1981) ii) reorientation of distal residues within the heme binding
pocket (Olson et al., 2007), and iii) fast migration of the photo-released ligand into the
primary docking site and then into the internal cavities (Xe4 or Xel) (Hummer et al., 2004).
Also, the positive enthalpy change is consistent with the photo-cleavage of Fe-O, bond.

The subsequent 250 ns kinetics may reflect either the nanosecond geminate rebinding of the
O, molecule or the ligand diffusion from the protein matrix into the surrounding solvent.
The kinetics for the geminate O, rebinding were studied on femtosecond timescale by
Petrich et al. (Petrich et al., 1988), and on picosecond and nanosecond timescales (Carver et
al, 1990; Miller et al., 1996). These studies identified two distinct sub-states of the
“deoxyMDb” intermediate: a “barrier-less” and a “photolyzable” sub-state. In the “barrier-
less” sub-state, oxygen rebinds to heme iron on sub-picosecond timescale whereas the
oxygen association to the “photolyzable” substate occurs on nanosecond and microsecond
timescales. Carver et al. (Carver et al, 1990) have reported the time constant for O
nanosecond geminate rebinding to be 52 + 14 ns at room temperature. This kinetic step has a
lifetime that is comparable to the time resolution of our PAC instrument (t ~ 50 ns) and
therefore it was not resolved in this study. The 250 ns step thus corresponds to the O, escape
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from the transient “deoxy-Mb” intermediate into the surrounding solvent and is
approximately 3 times faster than the rate of the CO escape (Westrick et al., 1990), which
suggests that O, diffuses from the protein matrix through a transient channel with a lower
activation barrier than CO. This result is consistent with the transient absorption studies
that estimated the rate for O, release to be approximately two times faster than that for CO
(Carver et al., 1990). Interestingly, a similar time-constant of 200 ns to 300 ns was
determined for CO escape from Mb at pH 3.5 (Angeloni&Feis, 2003). At acidic pH Mb
adopts an open conformation with His 64 displaced toward the solvent giving a direct
access to the distal cavity. These data suggest that the reorientation of His 64 may not be a
rate limiting step for the O, escape.
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o CO-Hb + benzafibrate
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Fig. 2. Quantum yield for bimolecular photo-dissociation of O, from the O>-Mb complex
(bottom) and CO from the CO- Hb complex (top) as a function of temperature. The error of
quantum yield is + 0.05. The solid line demonstrates the trend.
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Fig. 3. PAC traces for O, photo-dissociation from O,-Mb complex at 6 °C. Conditions: 40 uM
Mb dissolved in 50 mM Hepes buffer pH 7.0. The absorbance of the reference compound,
Fe(II1)4SP, at excitation wavelength of 532 nm was identical as that of O.-Mb.
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Fig. 4. Plot of the ratio of the acoustic amplitude for the photo-dissociation of the O>-Mb
complex and the reference compound as a function of (Cpp/p) term. ¢; values that
correspond to the prompt phase are shown as solid circles and the ¢» values corresponding
to the slow phase are shown as open squares. The data were fit with a linear curve and the
corresponding volume and enthalpy changes were determined using Eq. 6 and Eq. 7.

The reaction volume change observed for the slow phase includes several factors: i) volume
change due to the O, escape into the surrounding solvent, ii) volume change associated with
the heme hydration in deoxyMb and iii) volume change due to the structural changes. The
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reaction volume can be expressed as the difference between the partial molar volume of
products and reactants according to: AVsiow= V°02 + V4eoxymb- V°02-Mb - V°H20 , where Voo, is
the partial molar volume of oxygen, V°moo is the partial molar volume of water, V°geoxymb is
the partial molar volume of transient “deoxyMb” intermediate and V°oxmp is the partial
molar volume of oxy-Mb. Using V°0z = 28 mL mol! (Projahn et al., 1990) and V°m20 =15 mL
mol? (the partial molar volume of water scaled to the occupancy of water molecule
hydrogen bound to distal histidine) (Belogortseva et al., 2007), we estimate that the O,
release from Mb results in a structural volume change (V°doxymp- V°02-mp) of - 7.5 mL mol-.
This value is very similar to that reported previously for CO escape from Mb (AVuuctural=
Vioxymb- Vocomp = - 6 mL mol?) (Vetromile, et al., 2011) demonstrating that the overall
structural changes accompanying the ligand bound to ligand free transition in Mb are very
similar for both ligands. This is in agreement with the close resemblance of the X-ray
structure of both the CO-bound and O.-bound Mb (Yang&Phillips Jr, 1996). The small
enthalpy change measured for the 250 ns relaxation (AH = -8.9 + 8.0 kcal mol!) includes the
enthalpy change for O, solvation (AHy = -2.9 kcal mol! (Mills et al., 1979)) and the
enthalpy change associated with H>O binding to the heme binding pocket (AHsoy = -7 kcal
mol? (Vetromile, et al.,, 2011) indicating that the structural relaxation coupled to the ligand
escape from the protein is entropy driven.

The overall enthalpy change for O, dissociation from Mb was determined to be 11.6 + 8.5
kcal mol! and this value is in agreement with the value of 10 kcal mol-! reported previously
(Projahn et al., 1990). The overall reaction volume change determined here (AVoyeran = +2.5
mL moll) is somewhat larger than the reaction volume change determined from the
measurement of the equilibrium constant as a function of pressure (AV= - 2.9 mL mol?)
(Hasinoff, 1974) and significantly smaller than the reaction volume change determined as a
difference between the activation volume for oxygen binding and dissociation from Mb that
was reported to be 18 mL mol! (Projahn et al., 1990). Unlike photoacoustic studies that
allow for reaction volume determination at ambient pressure, the high pressure
measurements of equilibrium constant and/or rate constants (to determine activation
volumes) may cause a pressure induced protein denaturation and/or structural changes,
which may influence the magnitude of reaction volume changes in high pressure studies.

AV (mL mol?) AH (kcal mol?)
Fast phase -3.0+£05 20.5+8.5
Slow phase 55+04 -8.9+8.0

Table 1. Volume and enthalpy changes associated with O, dissociation from Mb in the
temperature range 6 - 10°C.

We have also probed the thermodynamic parameters associated with the CO photo-
dissociation from Hb and the impact of the binding of BZF and IHP on the thermodynamics
associated with the ligand migration between the heme binding pocket and surrounding
solvent. The photo-acoustic traces for CO photo-dissociation from Hb are shown in Fig. 5.
The sample and the reference acoustic wave overlay in phase indicating that the observed
thermodynamic processes take place within 50 ns upon photo-dissociation, which is
consistent with the fast CO diffusion from the heme matrix into the surrounding solvent.
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The fast ligand escape from the heme binding pocket was observed in the presence of
effectors (data not shown). Previous transient absorption studies showed that the CO
photo-release from the fully ligated R-state Hb is followed by three relaxations with
lifetimes of 50 ns, 1 ps, and 20 ps that were assigned to the unimolecular geminate
rebinding, the tertiary structural relaxation, and the R—»T quaternary change, respectively
(Goldbeck et al., 1996). The geminate rebinding occurs too fast to be resolved by our PAC
detector, whereas the 20 us R—T transition, which strongly depends on the extent of heme
ligation, is too slow to be resolved in PAC measurements. The 1 ps relaxation is within the
time-window accessible by our detection system, however we were unable to resolve this
step. Since this relaxation was observed as a small perturbation of the deoxy-Soret band
(Goldbeck et al., 1996), it may reflect the structural relaxation localized within the vicinity of
the heme binding pocket, which does not lead to measurable volume and enthalpy
changes.

The volume and enthalpy changes associated with the diffusion of the photo-dissociated
ligand to the surrounding solvent can be determined from the plot of the ratio of the
amplitude of the acoustic trace for CO photo-dissociation from Hb and the reference as a
function of temperature according to Eq. 7 (Fig. 6). The extrapolated thermodynamic values
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Fig. 5. PAC traces for the CO photo-dissociation from the CO-Hb complex and the reference
compound Fe(III)4SP. Conditions: 40 pM Hb in 100 mM HEPES buffer pH 7.0 and 20 °C.
The absorbance of the reference compound matched the absorbance of the sample at 532
nm.

are shown in Table 2. The CO photo-release from Hb is associated with a positive volume
change of 21.5 £ 0.9 mL mol and enthalpy change of 19.4 + 1.2 kcal mol-l. These results
are in agreement with the thermodynamic parameters reported previously by Peters et al:
AV =234+ 0.5 mL mol! and AH = 18.0 + 2.9 kcal mol-! (Peters et al., 1992). Since the laser
power used in this study was kept below 50 pJ, the low level of photo-dissociation was
achieved that corresponds to 1 CO molecule per hemoglobin photo-released. Thus the
observed thermodynamic parameters reflect the transition between fully ligated (CO)sHb
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and triple ligated (CO);Hb. Consequently, the observed reaction enthalpy corresponds to
the enthalpy change due to the cleavage of the Fe-CO bond (AHfe.co=17.5 kcal mol-
(Leung et al., 1987; Miksovska et al., 2005)), the enthalpy change due to the solvation of a
CO molecule (AHgoly = 2.6 kcal mol! (Leung et al., 1987)), the enthalpy change of
structural relaxation associated with the ligand release from the protein matrix, and
enthalpy of the distal pocket hydration. The occupancy of water molecules in the distal
pocket of deoxyHb was determined to be significantly lower than that in Mb (~0.64 for
the Hb a- chain and ~ 0.33 for the Hb B-chain (Esquerra et al., 2010)). Using an average
occupancy of 0.48, we estimate that the distal pocket hydration contributes to the overall
enthalpy change by ~ - 3 kcal mol! (Vetromile, et al., 2011). Therefore, the structural
relaxation coupled to the CO dissociation and diffusion into the surrounding solvent is
accompanied by a small enthalpy change of 2 kcal mol-.
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Fig. 6. The plot of the ratio of the acoustic amplitude for the CO photo-dissociation from the
CO-Hb complex and the reference compound as a function of the temperature dependent
factor (Cpp/ ) term. The reaction volume and enthalpy changes were extrapolated
according to Eq. 5

Analogous to O> photo-release from Mb, the observed reaction volume change for CO
photorelease from Hb , AV=21.5 mL mol-, can be expressed as: AV = V°co + V°cojsmp -
V°(cou Hb - V°mo, where V°co is the partial molar volume of CO and V°(coymbw and V°(coys
Hb are the partial molar volume of (CO);Hb and (CO)4Hb, respectively. Using V°co = 35
mL mol! (Projahn et al., 1990) and V°mo = 9 mL mol! (partial molar volume of water
scaled by the average occupancy of the Hb chain), we estimate that upon release of one
CO molecule per Hb, the protein undergoes a small contraction of -7 mL mol-1. The small
volume change observed here is consistent with the minor structural changes due to
deligation of Hb in the R-state as observed in the X-ray structure that are predominantly
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localized in the the a-chain and include reposition of the F-helix and shift of the EF and
CD corner (Wilson et al., 1996).

AHprompt (kcal mol-?) AVprompt (mL mol-)
CO-Hb 19412 21.5+0.9
CO-Hb + BZF 21.7+79 223+17
CO-Hb + IHP 99+6.1 114+13

Table 2. Volume and enthalpy changes associated with CO photo-dissociation from Hb.
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Fig. 7. The thermodynamic profile for CO photo-dissociation from Hb in the absence of
effector and in the presence of BZF and IHP.
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We have also determined volume and enthalpy changes associated with the CO photo-
dissociation from Hb in the presence of heterogenous effectors BZT and IHP (Fig. 6) and the
thermodynamic profiles for CO photo-dissociation from CO-Hb complex in the presence
and absence of effectors are presented in Fig.7 . Both effectors bind to Hb in the T-state and
R-state and modulate the interaction of Hb with diatomic ligands (Coletta et al., 1999b;
Marden et al., 1990). For example, the binding of BZF or IHP to CO-Hb complex decreases
the CO association rate approximately four or eight times, respectively (Marden et al.,
1990), and decreases the affinity of R state deoxy-Hb for oxygen (Tsuneshige et al., 2002).
Coletta et al (Coletta et al., 1999a) have reported that simultaneous binding or IHP and BZF
effectors to Hb at ambient pressure leads to the Hb intermediate with tertiary T-like
structure in the quaternary R- conformation. Recently, using NMR spectroscopy Song et al.
have shown that binding of IHP to the fully ligated Hb increase the conformational
fluctuation of the R-state in both the a- and pB-chain (Song et al., 2008).

The photoacoustic data presented here show that BZF binding to CO-Hb complex does
not impact the reaction volume and enthalpy changes associated with CO photo-release.
The crystal structure of horse CO-Hb in complex with BZF indicates that the structural
changes due to BZF association to fully ligated Hb are localized in the o-subunits
(Shibayama et al., 2002). BZF binds to the surface of each o-chain E-helix and decreases
the distance between the heme iron and distal His and its binding site is surrounded by
hydrophobic residues such as Ala 65, Leu 68, Leu 80 and Leu 83 (Shibayama et al., 2002).
Such minor structural changes caused by BZF association are unlikely to alter the overall
structural volume and enthalpy changes associated with the CO photo-release. However,
due to the lower solubility of BZF, the effector concentration used is this study was 5 mM
that results in a Hb fractional saturation of 0.25 (using Kp of 15 mM (Ascenzi et al., 1993)).
Such lower fractional saturation may prevent detection of BZF induced changes in Hb
conformational dynamics.

On the other hand, the binding of IHP has a significant impact on the observed volume
and enthalpy changes (Table 2). The reaction volume decreases by 10 mL mol! and the
enthalpy change is more exothermic by nearly 30 kcal mol! compared to the
thermodynamic parameters determined in the absence of effector molecules. Such
negative reaction volume and exothermic enthalpy change indicates that electrostriction
of solvent molecules caused by reorganization of salt bridges or redistribution of charges
on protein surface contributes to the overall reaction volume and enthalpy change
associated with the CO photo-release. Indeed, IHP interacts with charged residues along
the Hb central cavity. At the Hb T-state, the IHP binding site is located at the interface of
the B-chains involving Val 1, His2, Lys 82 and His 141 from each chain (Riccio et al., 2001);
whereas at the R-state Hb, the IHP molecule interacts with the charged residues Lys 99
and Arg 141 from each a-chain (Laberge et al., 2005). In the absence of the X-ray structure
of THP bound fully ligated and partially photolyzed CO-Hb, it is difficult to point out the
factors that contribute to the observed volume and enthalpy changes on the molecular
level. Arg 141 forms a salt bridge with Asp 126 in the T-state deoxy Hb that is absent in
the fully ligated R- state (Park et al., 2006). We speculate that the transition between the
fully ligated (CO)sHb and partially ligated (CO)sHb may be associated with a
repositioning of the Arg 141 side chain leading to a partial exposure of either the IHP
molecule and/or the Arg 141 side chain to the surrounding solvent molecules. Also, the
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ligand photo-release may be associated with the repositioning of the IHP molecule within
the Hb central cavity. Based on a molecular dynamics simulation of IHP binding sides in
south polar skua deoxyHb, an IHP migration pathway connecting the binding site at the
interface between the o-chains and the second binding site located between the pB-chains
was proposed suggesting that IHP interactions with Hb are dynamic and involve
numerous positively charged residues situated along the central cavity (Riccio et al.,
2001). Therefore, CO photo-release may trigger relocation of IHP within the central cavity
resulting in larger exposure of IHP phosphate groups and/or charged amino acid
residues and concomitant electrostriction of solvent molecules.

4. Conclusion

The photoacoustic data for the ligand photo-dissociation from Mb shows that the structural
volume changes associated with the O, diffusion from the Mb active site are similar to those
determined previously for CO in agreement with the crystallographic data. On the other
hand, the time constant for O, escape from the distal pocket to the surrounding solvent is
two to three time faster than that for CO suggesting a distinct migration pathway for
diatomic ligands in Mb. Our PAC study also indicates that IHP binding to Hb-CO complex
alters the volume and enthalpy changes associated with the CO photo-dissociation from the
heme iron indicating that the transition between the fully ligated (CO)4Hb and partially
ligated (CO)sHb complex is associated with the reorientation of IHP molecule within the
central cavity and/ or charged amino acid residues interacting with IHP.
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1. Introduction

Now ecologists feel necessary to construct the theoretical building of system ecology, to
break strong reductionistic tradition of ecology and to include the use of thermodynamics in
a new holistic approach to study ecosystems, their structure, functioning and natural
history. We tried to present here the current state of thermodynamic view on ecosystems.
The first law of thermodynamics proclaims constancy of the total energy of isolated system
for all changes, taking place in this system: energy cannot be created or destroyed.
According to the second law of thermodynamics in isolated system entropy is always
increasing or remaining constant. All processes in the Universe are oriented to the
equilibrium state. Nevertheless, biological systems, and, consequently, ecological systems
create order from disorder, they create and support chemical and physical non-equilibrium
state - the basis they live on.

In this chapter the general overview of ecosystem as thermodynamic system is given and
the concept of Eco-Exergy is introduced. The use of this concept in ecology is demonstrated
to be very fruitful. To make it easy for other researchers to use the Eco-Exergy the procedure
of exergy evaluation for ecosystems is followed with special attention to dimensions used.
The main applications of exergy in modern ecology are reviewed with special focus on
practical use of Eco-Exergy, exergy index, and structural exergy for real ecosystem
assessment and estimation of their health and disturbance.

Another application of irreversible thermodynamics (Prigogine’s inventions) is discussed.
The theory of hypercycles, developed for cycles of autocatalytic reactions and widely
accepted in biochemistry and molecular biology can also be applied for ecological systems.
The model of conjugated hypercycles, applied to ecological systems explains many aspects
of their non-linear dynamics and can be used for analysis of oscillating processes in
ecological systems.

2. Ecosystem as thermodynamic system

Ecosystem is an open system. It supports structure and functioning due to external energy
input. Usually ecosystem consume solar energy in the form of relatively short-wave
radiation (visible light), though we know some ecosystems (e.g., at great depth in ocean)
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which use chemical energy. Nevertheless general rule is the reception of solar energy by
green plants via photosynthesis. They assimilate approximately 0,01 - 3 % of energy of
falling radiation and, using this energy, create organic matter (primary production) from
inorganic compounds (water, carbon dioxide, nitrates, phosphates and a lot of minor
substances). The by-product of photosynthesis is oxygen. Organisms, creating primary
production are called producers. Energy, stored in organic matter is used by producers
themselves and is dissipated during the processes of plants respiration, growth and
reproduction in the form of heat. The remaining energy, accumulated in plant biomass is
used by animals to support their structure and functioning. These processes are balanced at
global level, as well as in healthy mature ecosystems. The rate of total organic matter
production is called gross primary production. The difference between gross primary production
and the rate of decomposition of this substance by plants themselves is called net primary
production. Organisms, consuming plants (consumers) can utilize not more than 10 % of net
primary production consumed, the rest being dissipated in the form of heat. Predators
(secondary consumers) can use not more than 10 % of primary consumers production. The
dead bodies of plants and animals, organic wastes, produced by the last etc. are
decomposed and reduced to primary inorganic compounds, available for the new cycle of
production/ destruction by decomposers or reducers (bacteria and other microorganisms).

The rate of total increase of ecosystem biomass (yield) is known as productivity. In healthy,
mature, balanced ecosystem it is equal to zero (or relation of production to respiration, P/R,
is equal to one). So, ecosystem consumes high quality energy of solar radiation, uses part of
it to support itself and dissipates the rest in the form of heat, increasing the total entropy of
whole system Sun - ecosystem - environment. We have seen the ecosystem is functioning
according to both the first and the second laws of thermodynamics.

2.1 Ten basic laws of ecology

Previously (Jergensen & Fath, 2004) eight basic laws of ecology were proposed, but now it

was decided to split one of them into three laws (Jergensen, 2006-2007, 2011). These ten laws

or Ecological Laws (EL) are listed below.

1. Mass and energy conservations are valid for ecosystems.

2. All ecosystem processes are irreversible and are accompanied by entropy production
and exergy destruction.

3. All ecosystems are open systems embedded in an environment from which they receive
energy —matter input and discharge energy — matter output.

4. Ecosystems have many levels of organization and operate hierarchically.

5. The components in an ecosystem form a complex interactive, self-organizing ecological
network.

6. The carbon based life on Earth, has a characteristic basic biochemistry which all
organisms share.

7. Thermodynamically, carbon-based life has a viability domain determined between
about 250-350 K.

8. After the initial capture of energy across a boundary, ecosystem growth and
development is possible by 1) an increase of the physical structure (biomass), 2) an
increase of the network (more cycling) or 3) an increase of information embodied in the
system.

9. Biological processes use captured energy (input) to move further from thermodynamic
equilibrium and maintain a state of low-entropy and high exergy relative to its
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surrounding and to thermodynamic equilibrium (The First Ecological Law of
Thermodynamics).

10. If the ecosystem is offered more pathways or combinations of pathways to move away
from thermodynamic equilibrium, then the combinations of pathways that move the
system most away from thermodynamic equilibrium (=yield the highest Eco-Exergy of
the ecosystem) will win (The Second Ecological Law of Thermodynamics).

3. Eco-exergy

The exergy of a system is a measure of its deviation from thermodynamic equilibrium with
the environment, and represents the maximum capacity of energy to perform useful work as
the system proceeds to equilibrium, with irreversibility increasing its entropy at the expense
of exergy (Ludovisi, 2009). Taken by itself, the total exergy of an ecosystem is a measure of
the change in entropy content from the equilibrium and the actual state (Svirezhev, 2000).
We may distinguish between technological exergy and Eco-Exergy: technological exergy
uses the environment as reference state and is useful to find the first class energy (work) that
a power plant can produce, Eco-Exergy uses as reference state the same ecosystem with the
same temperature and pressure but at thermodynamic - chemical equilibrium (Fig. 1). Below
we use the terms exergy and Eco-Exergy as synonymic.

The development and maintenance of the far-from-equilibrium condition of ecosystems is
due to the steady storage of free energy into complex organic structures, biosynthesized
from simple inorganic compounds. Accordingly, the total exergy of an ecosystem actually
reflects the accumulation of biomass into the system, irrespective of the distribution of
biogenic matter among ecosystem components. Exergy is a measure of the free energy of a
system with contributions from all components including the energy of organisms. The
measure for exergy in ecology also includes a factor to weigh the “complexity” of the
ecological species. Moving from macroscopic to microscopic information storage, the
exergetic contribution due to information grows and becomes even three orders of
magnitude higher than the physical one in the more complex living systems. The capacity of
packaging information at the molecular level (DNA) that differs from one organism to
another can be taken into account using Eco-Exergy function.

Work
(Eco-Exergy)

Displace
Work (exergy) Ment work,
not useful

Displace
Ment work,
not useful

Inorganic
soup atT, p

Reference envi-
ronmentatT, p

Fig. 1. Exergy is calculated for the system relatively to reference environment, Eco-Exergy
relatively to the same system at the same temperature and pressure, but as inorganic
solution without life and even organic molecules.



322 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

Here, we accept the following definition of exergy (according to Jergensen, 1992; Svirezhev,
2000; Jorgensen & Svirezhev, 2004): Exergy is the distance between the present state of the system
and the state of it in thermodynamic equilibrium with the environment, measured in the units of
energy. It demonstrates the amount of work performed to create a given system from its
primary components (in the case of ecological systems — from primary chemical
compounds). Exergy related to the total biomass (structural, specific or normalized exergy)
measures the possibility of the ecosystem to accept and utilize external fluxes of energy. It reflects the
degree of ecosystem development or complexity, and has advantages in comparison with
the total exergy such as independence from the total biomass of the ecosystem and
possibility to serve as an indicator, demonstrating the level of evolutionary development of
organisms in the ecosystem.

3.1 Eco-exergy calculation

According to Prigogine’s theoreme, an entropy production in every linear system without
external influences is decreasing until it reaches minimum at steady state of dynamic
equilibrium. Every living system is thermodynamic open system (EL 3) continuously
converting potential chemical energy of organic matter into useful energy of creative
processes (EL 9) and, in the end of ends, dispose to environment in the form of heat (EL 2).
As a result of it, there is no thermodynamic equilibrium in living system. At temperatures,
normal for life (see EL 7), living structures are labile and are destructed constantly. To
compensate this destruction the permanent internal work in the form of synthesis is
fulfilled. These working synthetic processes are processes producing negative entropy
(negentropy), they create order with the use of chemical energy of low-entropy energy-rich
compounds (consumers and reducers) or low-entropy energy-rich solar radiation
(producers). Termination of these processes causes the loss of order, death. Dead body is in
thermodynamic equilibrium with maximal entropy.

Exergy is the useful part of energy involved in some process, i.e. the maximal work fulfilled
by the system during transit to thermodynamic equilibrium with environment state. This
equilibrium means all components to be: 1) inorganic, 2) oxidized to maximum degree, 3)
distributed homogenously (there is no gradients in the system). So, if we shall transfer the
system into thermodynamic equilibrium with its environment, temperature and pressure
will be equal for system and environment, so the only component exergy consists of will be
chemical energy. Differences in temperature and pressure between system and environment
are small, so we can ignore them in our calculations. The maximal input to exergetic
constituent of ecological system will be done due to chemical energy, stored in organic
matter and biological structures (Jergensen et al., 2000; Jorgensen, Fath, 2011; Jorgensen,
2011). Taking into account this concept Eco-Exergy index can be calculated basing on
chemical energy: Xi(u. - t4,0)Ni, where i - the number of exergy containing components c; z -
chemical potential of component ¢; ., - chemical potential of component c in inorganic
state. Eco-Exergy index for the system is calculated by reference of this system to the same
system in the form of inorganic soup (i.e. - without life, structure, information, organic
matter). The equation for exergy calculation was proposed by S.E. Jorgensen (Mejer &
Jorgensen, 1977):

N
Ex=R-T- Eo[ci ‘In(c; / Ci,eq) —(c; - Ci,eq)] A @
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where Ex - exergy, J; R - gas constant, ] Mol1 K; T - temperature, K; c¢; - concentration of
component i, Mol; ¢;e - cncentration of the same component in the state of thermodynamic
equilibrium with environment. Mol; N - number of components. The problem is to find
value of cje. From one hand, exergy of compounds can be calculated on the basis of
elementary composition. The disadvantage of this approach consists in that, firstly, input of
inorganic components into total exergy of ecosystem is too low, secondly, higher and lower
organisms have approximately the same stochiometry (EL 6), so their exergy will be equal,
that is in contradiction with information constituent of exergy. From another hand, the value
Cieg can be assessed from the probability P, of discovering of component i in
thermodynamic equilibrium state:

Ci,e
Peq = i )
iEO Ci,eq

If we could find this probability, we can find the ratio of c;; to current concentration.. As
inorganic component cp prevails in thermodynamic equilibrium state, we can rewrite (2) as:

Pieq =Ci,eq/ 0,eq B ®)
or
[Mol] 4)

% eq ~ Ti,eq€0,eq

Chemical potential of dead organic matter (i =1) can be found from classic thermodynamics
as:

M= H,eq +R-T In(ey /¢q o) [J Mol1] ®)
where p - chemical potential. The difference p;-pii o, is known for detritus. From (5) we see:

€1,eq =1 eXPI=(ty = 14y ¢g) / (R-T)] . [Mol] ©)

From (3) ati=1:

Pl,eq ~ [Cl / CO,eq] . exp[_(ﬂl - lul,Eq) / (R : T)] . [1] (7)

For biological components (i =2, 3, 4, ..., N) probability P;., is composed from probability of
detritus production Pj.,; and probability P;, of genetic information collection to determine
protein structure. Supposing this events independent:

Pi,eq = Pl,eq 'Pi,/z (i=2). [1] 8)

Equation (1) we can rewrite taking into account (4) as:

N
EXzR-T-iZO[ci ‘In(c; /(Pi,eq 'CO,eq))_(Ci _Pi,eq 'CO,eq)]' Ul )
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Then:

N
Ex ~ RT,‘EO [¢; (In(1/ Pi,eq) - ln(CO,eq lei))—(¢; — f;',eqCO,eq )N ] (10)
From (3), as ¢; >> Cjeq, then 1/ Pjeq ™ Coeq / Cieq >> Coeq / ¢i. Consequently

in(1/P,,,) , 1] (11)

>>[In(cg,ey / €1)

after that, we can ignore the second logarithm in the sum:

N
Esz~T~i§0[cl-~(ln(1/Pileq)—1)+Pl-,eq~coleq)]. 0] (12)

Also 1<<1In(1/ Pjeq) and Pieq- oeq = 0, then:

N
Ex~-R-T-Xc¢;-InFg,. 1] (13)

=1

where summation starts from 1, as Poeq = 1. Taking to (13) Pjeq from (8) and Pj.q from (7),
we have the following expresseion to calculate exergy:

Ex N Cl /ul_lu],eq N N
~-—Y c¢;In + c:— ¢ In(P: Mol 14
T R | 26 2, (G n(B, ) Mol (14)

In (14) the first sum is insufficient in comparison with the rest two, so:

Ex Hl = Hleq N N
~ - Yei— 3 (c; (P ). [Moll (15)
R-T R-T i=1 i=2 ’

Exergy in (15) sufficiently depends on organism complexity, as it is connected with
information stored in genetic code. This equation can be used to calculate exergy of
ecosystem components. If we take detritus (i =1), we know that free energy released from it
equals approximately 18,7 k] -g1. Taking T=300 K, R=8,31 ] Mol K1, and average Mol mass
of detritus about 105 g ‘Mol!, we obtain the following for detritus exergy in m3 of water:

Ex
5
Ex) =18,7-¢ [k] m3], or =734-10" - ¢; [gmJ] (16)
R-T
So, we can rewrite (15) as
Ex 5 N
——=734-10" -¢; = 2 (¢; -In(P ). [g m3] 17)
R-T i=2 >

Now we are to find P;, - the probability of creation of specific genetic information,
characteristic for the organism given. Originally (Jergensen, 1992, 2002; Jergensen et al.,
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2000) P;, was determined basing on number of informative (structural) genes (each gene
codes the sequence of 700 aminoacids in average) for various taxonomic groups:
p =20 008

i,a

(i22), [1] (18)
where g - amciio reros. Then exergy of typical single cell alga (850 genes approximately)

can be calculated as:

Exalga

R-T

00830 25210, [g*m] (19)

=~ 7,34 IOSCi —¢;In20
If we relate values of different components of ecosystem exergy to one of detritus (7,34 105),
we shall get relative recalculation coefficient f;. Corresponding coefficients were calculated
for many systematic groups and published (Jergensen, 1992; Bendoricchio & Jergensen,
1997; Jergensen et al., 2000). These coefficients reflect relative complexity of organisms
(simpler organisms have lower f§ values). Later, with the use of new genetic data and some
indirect methods of f values assessment, ratio of non-informative genes to total genes
number and others, new list of B was composed and published (Jorgensen et al., 2005;
Jorgensen, 2007). New f values are added every year (table 1).

Therefore, total exergy of ecosystem, based on chemical energy of organic matter (biomass)
and information, stored in living organisms (recalculating coefficient ), can be calculated
as:

N
Ex/RT = 'Zlci -f;. g detritus equivalent m3] (20)
1=

This exergy now is often called Eco-Exergy (sometimes - exergy index) to distinguish it from
physical or technological exergy (Marques et al, 2003; Jergensen, 2006, 2007).

Another indicator of ecosystem state, based on Eco-Exergy, was proposed - structural or
specific exergy (structural or specific Eco-Exergy). Structural exergy (Exs) is the exergy
related to total biomass (Silow, 1998, 1999, 2006; Xu et al., 1999, 2001, 2004, 2005; Marques et
al., 2003; Jergensen, 2006a). Unlike total exergy it does not depends on biomass and it
reflects the ability of ecosystem to accept and utilize the flow of energy from external
sources, serving simultaneously as indicator of ecosystem development, its complexity and
level of evolutionaty development of biological species composed in it.

- - N N 4
Xetr = (iglci ‘ﬂi) : (Elci) . [1] (21)

We can measure the following aspects of an ecosystem state with the Eco-Exergy: 1) the
distance from thermodynamic equilibrium, i.e. general measure of total complexity of
ecosystem; 2) structure (biomass and network size) and functions (available information) of
ecosystem; 3) ability of ecosystem to survive (expressed via biomass and information of
system).

Structural exergy reflects: 1) efficiency of energy use by organisms; 2) relative information
content of ecosystem and, 3) consequently, the ability of ecosystem to regulate interactions
between organisms or groups of organisms.



326 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

Exergy Exergy
Group conversion Group conversion
factor, 8 factor, 8
Minimal cell 58 Brachiopoda 109
Bacteria 8,5-12 Seedless vascular plants 158
Archaea 13,8 Rotifera 163
Yeasts 18 Insecta 167-446
Alga 15-298 Chironomida 300
Cyanobacteria 15 Moss 174
Dynophyta 18 Crustaceans 230-300
Green 20 Cladocera 232
microalgae
Diatoms 66 Copepoda 240
Xf‘;:)ophyta 67-298 Amphipoda 290
Rhodophyta 92 Mollusca 297-450
Protozoa 31-97 Bivalves 297
Amoeba 38 Gastropoda 312-450
Gastrotricha 97 Gymnosperm 314
Fungi 61 ?;ﬁ;fgi‘gﬁ) 356-520
Nemertina 76 Flowering plants 393-543
Worms 91-133 Fish 499-800
Cnidaria 91 Amphibia 688
Plathelminthes 120 Reptilia 833
Oligochaeta 130 Aves 980
Nematoda 133 Mammalia 2127
Sponges 98 Homo sapiens 2173

Table 1. Exergy/Biomass Conversion factors for different groups of organisms, after Silow &
Mokry, 2010

3.2 Eco-exergy and structural exergy applications in ecology and environmental
science

3.2.1 Eco-exergy in theoretical ecology and in aquatic ecology

We have seen above exergy approach was demonstrated to be very fruitful during the
analysis of the application of thermodynamic principles and laws to the main fundamental
concepts of ecology at the end of the XX century. The analysis of three thermodynamic laws
expressions in ecological rules together with exergy analysis led to formulation of the 10
Ecological Laws, in particular the Fourth (Ecological) Law of Thermodynamics, EL9 (Patten
etal, 1997; Jergensen et al., 1999; Straskraba et al., 1999; Jorgensen, 2006b).

Non-equilibrium thermodynamics models based on the concept of exergy provided a
common basis for representing many aspects of ecosystem development and response to
environmental impacts as a single measure (Pykh et al., 2000). The use of exergy made
possible the investigation of the flows of an ecosystem in terms of exergy and to arrange the
system as a hierarchically ordered sequence of systems, thermodynamically embedded in
each other (Nielsen, 2000). Experiments with mathematical models supported the



Some Applications of Thermodynamics for Ecological Systems 327

hypothesis that an ecosystem can coordinate the most complex behaviour in the case of high
level of exergy of the systems at the edge of oscillation before entering into the chaotic
situation (Mandal et al., 2007). The thermodynamic notion of exergy was shown to give
better insight both to the patterns of nonlinear ecosystem behaviour and to comparison of
the patterns in ecological modelling (Svirezhev & Steinbom, 2001).

3.2.2 Eco-exergy and aquatic ecology

There are very few researches devoted to analysis of plankton communities with the aid
of exergy. The implications of body sizes of phytoplankton and zooplankton for total
system dynamics by optimizing exergy as a goal function for system performance
indicator with mathematical models have been analyzed (Ray et al., 2001). A structurally
dynamic model based on phosphorus nutrient limitation has been developed for Lake
Mogan located nearby Ankara, Turkey. Exergy was applied as a goal function to consider
the dynamic adaptation and the seasonality of plankton species (e.g., size shifts) (Zhang et
al, 2003a, b).

The ecosystem of the North Sea integrity was approved to be reflected in exergy capture,
storage capacity, cycling, matter losses, and heterogeneity (the diatom/non-diatom ratio of
planktonic algae was used) with ecosystem model. Its feasibility was assessed as an
ecosystem model of the North Sea, for the Elbe plume, after prior satisfactory calibration.
The modeling effort suggested that drastic nutrient load reduction from the Elbe alone
would have a limited effect on the larger German Bight: even a 60% reduction scenario
would only lead to moderate changes in all five indicators (Windhorst et al., 2005).

More representative and multiple are applications of exergy to benthos communities.
Exergy was used in optimization models of phytobenthos (Nielsen, 1997). Exergy concept
allowed the finding of the best adapted water plants species in a given environmental
condition and to explain in a satisfactory way the observed distributions of them in the
Lagoon of Venice, Italy (Coffaro et al., 1997).

Exergy storage was estimated for benthic communities of sandy and muddy bottoms of the
North Adriatic Sea subjected to experimental disturbance, induced by means of a controlled
trawl fishing haul. The results showed a decrease of local exergy content in the disturbed
area, with the minimum, both in sandy and muddy bottom, one month after the
experimental disturbance. The exergy of the benthic community increased to the reference
level, i.e., the surrounding control area, in accordance with the proposed hypothesis on the
dynamics of exergy storage during a systems” development (Libralato et al., 2006).

The changes of exergy and specific exergy were studied with data of benthic macrofauna in
the Mondego estuary (Western Portugal). Estimates for the exergy indices provided useful
indications for the evaluation of environmental impact due to the eutrophication process
(Fonseka et al., 2002).

Export of exergy was estimated for benthic communities on the South-Western Atlantic
Coast of France. This export was mainly composed of the migration of grazing fish during
the warm season, and of cultivated bivalves during the cold season (Leguerrier et al.,
2007).

In the following study a self-organizing map for patterning exergy of benthic
macroinvertebrate communities of 650 sampling sites in the Netherlands, including 855
species was implemented. Using these datasets, authors have calculated exergy of five
trophic functional groups for each sampling site on the basis of the biomass data. Exergy of
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different trophic groups responded differently to different water types reflecting
characteristics of target ecosystems (Park et al., 2006).

Eco-Exergy and Specific Eco-Exergy were used to characterize the state of the community
during the recovery process after damage to the benthic communities caused by ecological
engineering Yangtze River, China (Zhang et al., 2009). Changes of the macro-benthic
community structure (Venice lagoon, Italy) over almost 70 years were pictured, showing a
sharp decrease in its diversity and system efficiency, estimated with the use of exergy
(Pranovi et al., 2008).

3.2.3 Eco-exergy as an ecosystem health indicator

The idea to use exergy as an indicator of ecosystem health was proposed by S.E. Jergensen
(1992, 1999, 2002, 2006a,b), but the first applications of exergy as an ecosystem health
indicator were fulfilled with mathematical models. Mathematical modelling with the use of
exergy was shown to be applicable to explain ecosystem reactions (Jergensen & Padisak,
1996), and to facilitate the estimation of parameters of models. The first pioneer papers
describing the application of exergy indicators for natural aquatic ecosystems were
published in 1997 (Xu et al., 1997, Marques et al., 1997). In 1998 the first application of
exergy analysis to the results of field and laboratory experiments with real aquatic
ecosystem was published (Silow, 1998). This work was continued by few more publications
(Xu et al,, 1999a, 1999b; Silow & Oh, 2004). The possibility to use such parameters as
structural exergy and exergy for estimation of ecosystem state and its changes under various
external influences was demonstrated for real natural and experimental ecosystems. These
parameters were shown to reflect the state of ecosystem and they can indicate the degree of
ecosystem adaptation, decreasing when important for ecosystem functioning components
were depressed or eliminated. S.E. Jergensen (2006a) proposed to use Eco-Exergy, specific
Eco-Exergy and ecological buffer capacities as Ecological indicators for ecosystem
development and health assessment.

Exergy is now often used for eutrophication assessment (Xu et al., 1999, 2001, 2011a; Fonseca
et al., 2002; Marques et al., 2003; Ye et al., 2007), for ecological engineering purposes
(Nunneri et al., 2008), for ecosystem health assessment (Vassallo et al., 2006; Libralato et al.,
2006; Xu et al., 2011b). Exergy and specific exergy indices as Ecological indicators of the
trophic state of lake ecosystems were tested on a set of lakes (Ludovisi & Poletti, 2003). The
ecosystem maturity was estimated for Lake Trasimeno (Ludovisi et al., 2005).

3.3 Case study; eco-exergy analysis of lake Baikal state

The first works were fulfilled with the use of mathematic models. Different sensitivity of
under-ice and open water plankton communities to contaminant additions was
demonstrated. This can be related to different structural exergy content in plankton
community. Exergy buffer capacity seems to be a more realistic measure for pliability of
ecosystem reaction to external factors than biomass buffer capacity (Silow, 1998, 1999). In
field researches the structural exergy of benthic communities at control (pristine) site, and in
the region of Baikalsk Pulp and Paper Combine wastewaters discharge region at the same
depths and kind of sediments was shown to differ strongly (structural exergy in polluted
area was much lower than in pristine one), while biomass and total exergy behaved in not
such an expressive way (Silow & Oh, 2004; Silow. 2006). The next step was the analysis of
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exergy and structural exergy of plankton community response to different chemical
stressors analyzed in mesocosms experiments. Results obtained with mesocosms and
microcosms demonstrate structural exergy decrease in experiments proportionally to a
value of the added toxicant concentration, while other parameters (biomasses of
components, total biomass of community, total exergy) fluctuated (Silow & Oh, 2004; Silow.
2006). Here we present the results of exergy calculations for natural plankton community of
the lake Baikal.

Yearly average values of structural exergy during 1951-1999 fluctuated around their long-
term average within the limits “long-term average + mean square deviation” (154,9+26,0)
without any trends. More interesting is the picture for total eco-exergy for the same period.
It demonstrates well expressed linear trend of increase with 12 = 0.31 (Fig. 2).

We have also analysed the long-term dynamics of exergetic parameters for four limnological
seasons at Baikal: inverted stratification (limnological Winter, under-ice season, February -
April), spring overturn (limnological Spring, ice melting, May - June), direct stratification
(limnological Summer, July - October), fall overturn (limnological Autumn, November -
January)!l. Analysis of eco-exergy and structural exergy behaviour during different seasons
cleared that the positive trend of eco-exergy is observed during limnological Summer
(Fig. 3, 4).

Dynamics of pelagic plankton biomass in Baikal for 1951-1999 is given in Fig. 2. There is
neither expressed directional change of total biomass, nor changes of biomasses of different
components (only slight positive trend of zooplankton biomass). Long-term oscillations of
individual components are easily observed. Taking into account all discussed above and
remembering the relative constancy of the total biomass of pelagic plankton, we can try to
explain the tendency of its exergy to increase according to three listed above strategies (EL8
- increase of biomass, increase of network, increase of information). According to the first
strategy it is the primary production increase, based on the mass development of small sized
alga in summer period. Actually it is observed in the lake (Izmesyeva & Silow, 2010).
According to the second strategy it might be some recently observed structural changes in
the plankton community (Hampton et al., 2008; Moore et al., 2009; Silow, 2010), and the
third startegy is realized through the growth of share of larger zooplankton, like
Cladocerans (Pislegina & Silow, 2010). Total biomass of plankton community and its
individual components remains constant, while the total exergy of the community tends to
increase. This increase can be explained with the principles of S.E. Jorgensen (section 2.1) -
the principles of exergy maximization (EL9 and EL10) via the growth of solar exergy
consuming capacity, sophistication of ecosystem networking and increase of ecosystem
information storage (ELS).

The calculated values of structural exergy for different seasons in the lake Baikal plankton
for the second half of XX century, on the basis of long-term monitoring data, fluctuate
within their natural limits (long-term average + mean square deviation) and do not
demonstrate any positive or negative trends (Fig. 2, Fig. 4). It points to the lack of expressed
unfavourable changes in the lake Baikal pelagic.

1 Lake Baikal is dimictic lake, characterized by two periods of stratification - inverted, when upper layer
(0-50 m) of water has the temperature 0-1 °C, layer 50-250 m - 1-4 °C, direct, when temperature of upper
layer decreases from 12 °C at surface to 5-6 °C at 50 m, layer 50-250 m - 4-5 °C, and two overturns with
temperature at 0-250 m is about 4 °C. Below 250 m temperature is constant about 3,3 °C.
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Fig. 4. Long-term dynamics of structural exergy of lake Baikal plankton for different
seasons.

As we know from above (sections 3.1, 3.2.4) structural exergy reflects ecosystem health and
ability of it to withstand to external influences, e.g. human impact. It is seen from Fig. 4
average long-term under-ice structural exergy (157,2) is practically equal to long-term year-
average (154,9), summer structural exergy (175,9) is sufficiently higher than year-average ,



Some Applications of Thermodynamics for Ecological Systems 333

while overturn seasons exergy is lower - 142,5 and 139,4 for spring and fall overturns. It
means summer community is much more resistant to external disturbances than under-ice
one, and during overturns Baikal is especially sensitive to pollution and other kinds of
human impact. It is in good concordance with previously obtained results of our
experiments with mathematical models (Silow et al., 1995, 2001; Silow, 1999) and
mesocosms (Silow et al., 1991; Silow & Oh, 2004).

4. Hypercycles

One of the characteristic features of ecosystems behaviour are cyclic changes of component
biomasses and numbers. They are observed both in natural objects and in artificial
ecosystems. Application of Lotka - Volterra and energy flow models to systems containing
more than two components demonstrates reducing of oscillation amplitude and
stabilization of components parameters at fixed levels (Limburg, 1985; Ruan, 2001; Mougi
Nishimura, 2007). Some researchers make their systems to oscillate via chaotic (Stone & He,
2007) or stochastic (Abta et al., 2008) behaviour of its components.

Another fact hardly simulated with the use of existing approaches is "paradox of plankton" -
coexisting of two or more species in the same ecological niche (Hutchinson, 1961). To
explain it researchers are forced to find any, though very small differences in ecological
characteristics of these species, such as optimal temperatures or oxygen contents, growth
rates, nutrient thresholds for growth, mortality (Ebenhoh, 1988), time and duration of mass
development (Nikolaev, 1986), albeit the last can be not the cause but effect of coexistence.

4.1 Description of models
Nicolis & Prigozhin (1977) basing on the following suggections:

A+XL)2X

x—2L 5 4 22)

A+ X = N = const

where A - food, X - component biomass, N - general organic matter content in closed system,
k, d - growth and death rate coefficients, obtained

ax

— =kX(N-X)-dX. (23)

dt
This equation is identical to those used for description of autocatalytic processes, where
component X serves as catalyst for self-creation from substance A. Such autocatalytic and
self-reproduction units can be regarded in cycles called hypercycles (Eigen & Schuster,
1979).
Ecosystem also can be described as hypercycle, where every next trophic level obtains
material from previous level to reproduce itself as autocatalyst. Example of such structure is
given in Fig. 5. Phytoplankton obtains nutrients from bacteria to create organic matter with
the use of external energy (solar irradiation). Zooplankton feeding on phytoplankton
obtains organic matter for growth. Bacteriae in turn get food supply from zooplankton
corpses and faeces. Of course, this scheme is idealized as bacteriae obtain food from
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phytoplankton extracellular products and dead phytoplankton cells, zooplankton can
consume not only phytoplankton but also bacteriae etc. Nevertheless this scheme represents
the most important ways of energy and matter transfer in closed ecosystem including
producers, consumers and reducers. Dynamics of components is determined by following
system of equations

dxy [dt = f(xq, p11,9(x3)) = g(x1,0(x))),
dxy ldt = f(xy, py,¢(xq)) —m(xy), . (24)
dxg /dt = f(x3,p3,4(xy)) —m(x3),

where x; - biomasses, f - growth functions, m - death functions, g - grazing function, ¢ -
effectiveness of energy and matter conversion (for phytoplankton - relation between
bacteriae concentration and nutrients availability) between components, ¢ - effectiveness of
grazing, u - maximum growth rate. Indices i mean: 1 - phytoplankton, 2 - zooplankton, 3 -
bacteriae. Function parameters were calculated at the ecosystem stability condition dx/dt=0.
Also we have investigated a system including two species of phytoplankton (x11, x12)
competing for nutrient supply and two species of zooplankton (x2;, x22), and bacteriae (Fig.
6). Starting biomasses for these newly introduced species at stability state were x1,=0,33 x11,
x22=0,1 x21. System was described by the following equations:

dxqyy ldt = (x4, 0(x3), 801, x12)) —&(xy 1> 0(x51)),

dxjo /dt = f(x)p, tyg, #(x3),E(x15,x11)) —g(x 5, (X7 ),

dvyy | di = [y sy ey )= mlxg). . (25)
dxpy ldt = f(xpp, Hpp, p(x1p)) = m(xp)),

dvy | di = [(x3. 3. $(xy1. 7)) - m(x3)

where ¢ - competition for nutrients function.

4.2 Behaviour of models

Dynamics of model (24) after external influence shows its returning to the stability point.
Such behaviour is characteristic for stable non-linear systems (Gnauck, 1979).

There are no oscillations in this system, it always returns to stable state after initial
biomasses changes. To make the system oscillate it is necessary to imitate input of nutrients
or toxicants into it (Fig. 7). We can remind similar situation obtained by group of R. Pal et al.
(2009). Their phytoplankton - zooplankton - nutrients model (with much more
sophisticated mathematics, than ours) demonstrated oscillations under toxification. In other
works oscillations of ecosystem components were caused by externally driven forces
(oscillating environment) (Eladydi & Sacker, 2006; Koszalka et al., 2007). Hypercycles with
not more than three components are shown to remain stable with equilibrium
concentrations of components regardless with initial concentrations (Képpers, 1985).

Model (25) demonstrates oscillation behaviour around stability point but never reaches it
(Fig. 8). It is in good accordance, e.g. with the biomass fluctuations and species population
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fluctuations, cased by increase of community size and complexity (Fowler, 2009). It may be
connected with the competition for resources (in our case - for nutrients, released by
bacteria), as in many works similar results were obtained. For example, in system of two
plant populations, competing for one nutrient (Damgaard, 2004), two predators, competing
for one prey (Saleem et al., 2003; Yu et al., 2011), three microbial populations, competing for
resources (Li, 2001).

Bacterio

plankton

Fig. 5. Idealized scheme of ecosystem as hypercycle. Blue arrows - flows of energy and
matter between ecosystem components, green - self-reproduction of components, yellow
arrow - income of low entropy (high exergy) energy from external source (Sun), dotted
arrows - dissipation of energy in the form of high entropy (low exergy) heat energy.

5. Conclusion

It is now becoming clear that the movement away from thermodynamic equilibrium, and
the subsequent increase in organization during ecosystem growth and development, is a
result of system components and configurations that maximize the flux of useful energy and
the amount of stored exergy. Both empirical data, as well as theoretical models, support
these conclusions. Exergy is widely used in ecology to analyze theoretical problems and to
solve applied tasks. The most perspective use of exergy parameters in recent ecology is the
use of them as ecosystem health indicators.
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Exergy, and, especially structural exergy, is shown to be a good health indicator for
ecosystems in many model, experimental, field and complex case studies.

The application of exergy calculations to long-term dynamics of the lake Baikal plankton
demonstrates the steady state of plankton community structural exergy and well observed
increase of its total exergy.

Presented model of two competing hypercycles shows: 1) simultaneous coexistence of two
ecologically equivalent phytoplankton species obtaining nutrients from the one source; 2)
auto-oscillations of all the components included in model in constant environmental
conditions, similar to those observed in real ecosystems.

Fig. 6. Idealized scheme of an ecosystem as system of coupled hypercycles.
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1. Introduction

This chapter outlines a theoretical framework for the microscopic approach to material
transport in liquid mixtures, and applies that framework to binary one-phase systems. The
material transport in this approach includes no hydrodynamic processes related to the
macroscopic transfer of momenta. In analyzing the current state of thermodynamic theory,
we indicate critically important refinements necessary to wuse non-equilibrium
thermodynamics and statistical mechanics in the application to material transport in non-
isothermal mixtures.

2. Thermodynamic theory of material transport in liquid mixtures: Role of the
Gibbs-Duhem equation

The aim of this section is to outline the thermodynamic approach to material transport in
mixtures of different components. The approach is based on the principle of local
equilibrium, which assumes that thermodynamic principles hold in a small volume within a
non-equilibrium system. Consequently, a small volume containing a macroscopic number of
particles within a non-equilibrium system can be treated as an equilibrium system. A
detailed discussion on this topic and references to earlier work are given by Gyarmati
(1970). The conditions required for the validity of such a system are that both the
temperature and molecular velocity of the particles change little over the scale of molecular
length or mean free path (the latter change being small relative to the speed of sound). For a
gas, these conditions are met with a temperature gradient below 10¢ K cm; for a liquid,
where the heat conductivity is greater, the speed of sound higher and the mean free path is
small, this condition for local equilibrium is more than fulfilled, provided the experimental
temperature gradient is below 104 K cm-L.

Thermodynamic expressions for material transport in liquids have been established based
on equilibrium thermodynamics (Gibbs and Gibbs-Duhem equations), as well as on the
principles of non-equilibrium thermodynamics (thermodynamic forces and fluxes). For a
review of these models, see (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine,
1999; Haase, 1969).
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Non-equilibrium thermodynamics is based on the entropy production expression
- 1 N "
=7, v|=|-%7] v| £ 1
19(3)-25v(4) )

where 7], is the energy flux, J;are the component material fluxes, N is the number of the
components, y; are the chemical potentials of components, and T is the temperature. The

energy flux and the temperature distribution in the liquid are assumed to be known,
whereas the material concentrations are determined by the continuity equations

on; -

T~ v, 2
=], @
Heren; is the numerical volume concentration of component i and ¢ is time. Non-

equilibrium thermodynamics defines the material flux as

- i 1
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where L; and L, are individual molecular kinetic coefficients. The second term on the right-
hand side of Eq. (3) represents the cross effect between material flux and heat flux.

The chemical potentials are expressed through component concentrations and other
physical parameters (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999):

2
Oty - Ot
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Here P is the internal macroscopic pressure of the system and v =—3dg /0P is the partial
molecular volume, which is nearly equivalent to the specific molecular volumev, .
Substituting Eq. (4) into Eq. (3), and using parameter g; = L, /L; , termed the molecular heat

of transport, we obtain the equation for component material flux:

— . . N . . . .
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Defining the relation between the heat of transport and thermodynamic parameters is a key
problem because the Soret coefficient, which is the parameter that characterizes the
distribution of components concentrations in a temperature gradient, is expressed through
the heat of transport (De Groot, 1952; De Groot, Mazur, 1962). A number of studies that offer
approaches to calculating the heat of transport are cited in (Pan S et al., 2007).

Eq. (5) must be augmented by an equation for the macroscopic pressure gradient in the
system. The simplest possible approach is to consider the pressure to be constant (De Groot,
1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999; Haase, 1969; Landau , Lifshitz,
1959), but pressure cannot be constant in a system with a non-uniform temperature and
concentration. This issue is addressed with a well-known expression referred to as the
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Gibbs-Duhem equation (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine,
1999; Haase, 1969; Landau, Lifshitz, 1959; Ghorayeb, Firoozabadi, 2000; Pan S et al., 2007):

N
vP=Yn, [Z i, + 2‘; VTJ )

i=1 kla k

The Gibbs-Duhem equation defines the macroscopic pressure gradient in a thermodynamic
system. In equilibrium thermodynamics the equation defines the potentiality of the
thermodynamic functions (Kondepudi, Prigogine, 1999). In equilibrium thermodynamics
the change in the thermodynamic function is determined only by the initial and final states
of the systems, without consideration of the transition process itself. In non-equilibrium
thermodynamics, Eq. (5) plays the role of expressing mechanical equilibrium in the system.
According to the Prigogine theorem (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi,
Prigogine, 1999; Haase, 1969), pressure gradient cancels the volume forces expressed as the
gradients of the chemical potentials and provides mechanical equilibrium in a
thermodynamically stable system. However, in a non-isothermal system, the same authors
considered a constant pressure and the left- and right-hand side of Eq. (6) were assumed to
be zero simultaneously, which is both physically and mathematically invalid.

Substituting Eq. (6) into Eq. (5) we obtain the following equation for material flux:

Ti:—%{(l—@)(zaﬂ'vﬁ““aﬂlvj zvqj}(zaﬂkvfﬁz aﬂkVT (i+qi)VTT:| @)
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In Eq. (7), the numeric volume concentrations of the components are replaced by their

volume fractions ¢; = n;v;, which obey the equation
N
D=1 @®)
i=1

Using Eq. (8) and the standard rule of differentiation of a composite function
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we can eliminate ¢, and obtain Eq. (7) in a more compact form:

; N
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Here ¢, is expressed through the other volume fractions using Eq. (8), and the following
combined chemical potential is introduced:

* v;
Hie = 1y —— (11)
Ok

We note that the volume fraction selected for elimination is arbitrary (any other volume
fraction can be eliminated in the same manner), and that in subsequent mathematical
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expressions, we express the volume fraction of the first component through that of the
others using Eq. (8).

Equations for the material fluxes are usually augmented by the following equation, which
relates the material fluxes of components (De Groot, 1952; De Groot, Mazur, 1962;
Kondepudi, Prigogine, 1999; Haase, 1969; Ghorayeb, Firoozabadi, 2000; Pan S et al., 2007):

M=
S
=

(12)
i=1

Eq. (12) expresses the conservation mass in the considered system and the absence of any
hydrodynamic mass transfer. Also, Eq. (12) is used to eliminate one of the components from
the series of component fluxes expressed by Eq. (10). That material flux that is replaced in
this way is arbitrary, and the resulting concentration distribution will depend on which flux
is selected. The result is not significant in a dilute system, but in non-dilute systems this
practice renders an ambiguous description of the material transport processes.

In addition to being mathematically inconsistent with Eq. (12) because there are N+1
equations [i.e., N Eq. (10) plus Eq. (12)] for N-1 independent component concentrations, Eq.
(10) predicts a drift in a pure liquid subjected to a temperature gradient. Thus, at ¢ =1 Eq.

(10) predicts

7 L; (ﬂi qz) V1
) i 13
Ji T o T (13)
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This result contradicts the basic principle of local equilibrium, and the notion of
thermodiffusion as an effect that takes place in mixtures only. Moreover, Eq. (13) indicates
that the achievement of a stationary state in a closed system is impossible, since material
transport will occur even in a pure liquid.

The contradiction that a system cannot reach a stationary state, as expressed in Eq. (13), can
be eliminated if we assume

qi = —H; (14)

With such an assumption Eq. (10) can be cast in the following form:

__ i ¢z a/uzk aﬂlk
= Z i (2; 24 Vi + o VT] (15)

Because the kinetic coefficients are usually calculated independently from thermodynamics,
the material fluxes expressed by Eq. (15) cannot satisfy Eq. (12) for the general case. But in a

closed and stationary system, where J; =0, Egs. (12) and (15) become consistent. In this case,

any component flux can be expressed by Eq. (15) through summation of the other equations.
The condition of mechanical equilibrium for an isothermal homogeneous system, as well as
the use of Egs. (I) - (6) for non-isothermal systems, are closely related to the principle of
local equilibrium (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999;
Haase, 1969). As argued in (Duhr, Braun, 2006; Weinert, Braun; 2008), thermodiffusion
violates local equilibrium because the change in free energy across a particle is typically
comparable to the thermal energy of the particle. However, their calculations predict that
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even for large (micron size) particles, the energy difference is no more than a few percent of
kT. But the local equilibrium is determined by processes at molecular level, as will be
discussed below, and this argumentation cannot be accepted.

3. Dynamic pressure gradient in open and non-stationary systems:
Thermodynamic equations of material transport with the Soret coefficient as
a thermodynamic parameter

Expressing the heats of transport by Eq. (14), we derived a set of consistent equations for
material transport in a stationary closed system. However, expression for the heat of
transport itself cannot yield consistent equations for material transport in a non-stationary
and open system.

In an open system, the flux of a component may be nonzero because of transport across the
system boundaries. Also, in a closed system that is non-stationary, the component material

fluxes J; can be nonzero even though the total material flux in the system, | Zv i,

zero. In both these cases, the Gibbs-Duhem equation can no longer be used to determme the
pressure in the system, and an alternate approach is necessary.

In previous works (Schimpf, Semenov, 2004; Semenov, Schimpf, 2005), we combined
hydrodynamic calculations of the kinetic coefficients with the Fokker-Planck equations to
obtain material transfer equations that contain dynamic parameters such as the cross-
diffusion and thermal diffusion coefficients. In that approach, the macroscopic gradient of
pressure in a binary system was calculated from equations of continuity of the same type as
expressed by Egs. (2) and (8). This same approach may be used for solving the material
transport equations obtained by non-equilibrium thermodynamics.

In this approach, the continuity equations [Eq. (2)] are first expressed in the form

2 _ 4L
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Summing Eq. (16) for each component and utilizing Eq. (8) we obtain the following equation
for the dynamic pressure gradient in an open non-stationary system:

ou; 6/1 N _
]T+Z¢ZLI 22 Vg+ VT D LT, (17)
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Substituting Eq. (17) into Eq. (16) we obtain the material transport equations:
o¢ L || & Op Ou &
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Comparing Eq. (18) with Eq. (15) for a stationary mixture shows that former contains an
~gv,Li]
N
Z¢kvkl‘k
k=1

additional drift term proportional to the total material flux through the open
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gradient. This additional component of the total material flux is attributed to barodiffusion,
which is driven by the dynamic pressure gradient defined by Eq. (17). This dynamic

system. The term in Eq. (17) describes the contribution of that drift to the pressure

pressure gradient is associated with viscous dissipation in the system. Parameter ] is
independent of position in the system but is determined by material transfer across the
system boundaries, which may vary over time.

If the system is open but stationary, molecules entering it through one of its boundary
surfaces can leave it through another, thus creating a molecular drift that is independent of
the existence of a temperature or pressure gradient. This drift is determined by conditions at
the boundaries and is independent of any force applied to the system. For example, the
system may have a component source at one boundary and a sink of the same component at
opposite boundary. As molecules of a given species move between the two boundaries, they
experience viscous friction, which creates a dynamic pressure gradient that induces
barodiffusion in all molecular species. The pressure gradient that is induced by viscous
friction in such a system is not considered in the Gibbs-Duhem equation.

Equations (6), (7), and (15) describe a system in hydrostatic equilibrium, without viscous
friction caused by material flux due to material exchange through the system boundaries.
Unlike the Gibbs-Duhem equation, Eq. (17) accounts for viscous friction forces and the

resulting dynamic pressure gradient. For a closed stationary system, in whichT:O

and % =0, Eq. (18) is transformed into

N( N ou N o
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There are thermal diffusion experiments in which the system experiences periodic
temperature changes. An example is the method used described by (Wiegand, Kohler, 2002),
where thermodiffusion in liquids is observed within a dynamic temperature grating
produced using a pulsed infrared laser. Because this technique involves changing the wall
temperature, which changes the equilibrium adsorption constant, material fluxes vary with
time, creating a periodicity in the inflow and outflow of material. A preliminary analysis
shows that material fluxes to and from the walls have relaxation times on the order of a few
microseconds until equilibrium is attained, and that such non-stationary material fluxes can
be observed using dynamic temperature gratings.

The Soret coefficient is a common parameter used to characterize material transport in
temperature gradients. For binary systems, Eq. (19) can be used to define the Soret
coefficient as

Ott1p
Sp=-—OL (20)

26,(1-4) e
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where subscript P is used to indicate that the derivatives are taken at constant pressure, as is
the case in Egs. (4) and (6). We can solve Egs. (19) to express the “partial” Soret coefficient

Sk for the k’th component through a factor of proportionality between Vg, and VT .

4. Statistical mechanics of material transport: Chemical potentials at
constant volume and pressure and the Laplace component of pressure in a
molecular force field

The chemical potential at constant volume can be calculated using a modification of an
expression derived in (Kirkwood, Boggs, 1942; Fisher, 1964):

Hiv = Hoi +J.dﬂ’z J- gzj CD (T)dU (21)
0o j=1 Jv;m
Here
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is the chemical potential of an ideal gas of the respective non-interacting molecules (related
to their kinetic energy), /1 is Planck’s constant, m;is the mass of the molecule, Z' and
Zi‘ are its rotational and vibrational statistical sums, respectively, and V! is the volume
external to a molecule of the i'th component. The molecular vibrations make no significant
contribution to the thermodynamic parameters except in special situations, which will not
be discussed here. The rotational statistical sum for polyatomic molecules is written as
(Landau, Lifshitz, 1980)

Jr
th=77 ( ZkT) LI, (23)

where yis the symmetry value, which is the number of possible rotations about the
symmetry axes carrying the molecule into itself. For HoO and C;HsOH, y =2 ; for NHj,
y=3; for CHy and C¢Hs, ¥ =12. I;,I,, and I; are the principal values of the tensor of the
moment of inertia.

In Eq. (21), parameter A describes the gradual “switching on” of the intermolecular
interaction. A detailed description of this representation can be found in (Kirkwood, Boggs,
1942; Fisher, 1964). Parameter r is the distance between the molecule of the surrounding
liquid and the center of the considered molecule; g; (7,A) is the pair correlative function,
which expresses the probability of finding a molecule of the surrounding liquid at 7 (7 =|7|)
if the considered molecule is placed at r=0; and ®; is the molecular interaction potential,
known as the London potential (Ross, Morrison, 1988):

o 6
o, _5]( f] @4
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Here ¢ is the energy of interaction and o;; is the minimal molecular approach distance. In
the integration over V,,, , the lower limitisr = o;; .

There is no satisfactory simple method for calculating the pair correlation function in
liquids, although it should approach unity at infinity. We will approximate it as

81']'(7//1):1 (25)
With this approximation we assume that the local distribution of solvent molecules is not
disturbed by the particle under consideration. The approximation is used widely in the
theory of liquids and its effectiveness has been shown. For example, in (Bringuier, Bourdon,
2003, 2007), it was used in a kinetic approach to define the thermodiffusion of colloidal
particles. In (Schimpf, Semenov, 2004; Semenov, Schimpf, 2000, 2005) the approximation
was used in a hydrodynamic theory to define thermodiffusion in polymer solutions. The
approximation of constant local density is also used in the theory of regular solutions
(Kirkwood, 1939). With this approximation we obtain

Hiy = Hy; +§: ]? cl)ij(r)dv (26)

The terms under the summation sign are a simple modification of the expression obtained in
(Bringuier, Bourdon, 2003, 2007).
In our calculations, we will use the fact that there is certain symmetry between the chemical

potentials contained in Eq. (11). The term % M can be written as N 4, , where N = % is
k k
the number of the molecules of the k’'th component that can be placed within the volume
v; but are displaced by a molecule of i'th component. Using the known result that free
energy is the sum of the chemical potentials we can say that N is the free energy or
chemical potential of a virtual molecular particle consisting of molecules of the k'th
component displaced by a molecule of the i'th component. For this reason we can extend the
results obtained in the calculations of molecular chemical potential p;, of the second

component to calculations of parameter N4, by a simple change in the respective

designations i — k . Regarding the concentration of these virtual particles, there are at least

two approaches allowed:

a. we can assume that the volume fraction of the virtual particles is equal to the volume
fraction of the real particles that displace molecules of the k’th component, i.e., their

¢

numeric concentration is--. This approach means that only the actually displaced
i
molecules are taken into account, and that they are each distinguishable from molecules
of the k’th component in the surrounding liquid.
b. we can take into account the indistinguishability of the virtual particles. In this
approach any group of the N; molecules of the k’th component can be considered as a

virtual particle. In this case, the numeric volume concentration of these virtual

¢

molecules is = .

Y;

We have chosen to use the more general assumption b).
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Using Egs. (21) and (22), along with the definition of a virtual particle outlined above, we

can define the combined chemical potential at constant volume zz; as

i

. 3 ¢- N,
Hiy = +KT| ~In—= Zj ”f +Z jcb [ o (naw @)

Ni k ot j=1Y yi J=1 jvi

out out

m

where my =mN; and Zl\ifk are the mass and the rotational statistical sum of the virtual

particle, respectively. In Eq. (27), the total interaction potential N;®,; of the molecules

included in the virtual particle is written as ®"* . We will use the approximation
J

6
q)i\l’k =Ny @y =5y (:] (28)

This approximation corresponds to the virtual particle having the size of a molecule of the
i’th component and the energetic parameter of the k’th component.

In further development of the microscopic calculations it is important that the chemical
potential be defined at constant pressure. Chemical potentials at constant pressure are
related to those at constant volume z;;, by the expression

Vit =V + [ Vdo (29)
o

out

Here I, is the local pressure distribution around the molecule. Eq. (29) expresses the relation
between the forces acting on a molecular particle at constant versus changing local pressure.
This equation is a simple generalization of a known equation (Haase, 1969) in which the
pressure gradient is assumed to be constant along a length about the particle size.

Next we calculate the local pressure distributionIT;, which is widely used in hydrodynamic
models of kinetic effects in liquids (Ruckenstein, 1981; Anderson, 1989; Schimpf, Semenov,
2004; Semenov, Schimpf, 2000, 2005). The local pressure distribution is usually obtained
from the condition of the local mechanical equilibrium in the liquid around i'th molecular
particle, a condition that is written as V{H + z ! D )1 =0 In (Semenov, Schimpf, 2009;

=19

Semenov, 2010) the local pressure distribution is used in a thermodynamic approach, where
it is obtained by formulating the condition for establishing local equilibrium in a thin layer

of thickness [ and area S when the layer shifts from position r to position r+dr. In this case,
local equilibrium expresses the local conservation of specific free energy

N g

E(r)=I;(r)+ > ~L®
=19

field of the i"th molecule.

In the layer forming a closed surface, the change in the free energy is written as:

ij(T) in such a shift when the isothermal system is placed in a force
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9

j

[i D;; +VH115dr+ZL} )}lds 0 (30)

j=1

where we consider changes in free energy due to both a change in the parameters of the
layer volume (dV =Sdr) and a change dS in the area of the closed layer. For a spherical
layer, the changes in volume and surface area are related as dV =2rdS , and we obtain the
following modified equation of equilibrium for a closed spherical surface:

&9
v{z L ( } 22 (31)
1Y

j=1Yj

where 7, is the unit radial vector. The pressure gradient related to the change in surface area

has the same nature as the Laplace pressure gradient discussed in (Landau, Lifshitz, 1980).
Solving Eq. (31), we obtain

j=1Yj s

N ¢. P20, (r'!
I :_z{q)ij(r)qil( )dr} (32)
Substituting the pressure gradient from Eq. (32) into Eq. (29), and using Eqs. (24), (27), and
(28), we obtain a general expression for the gradient in chemical potential at constant
pressure in a non-isothermal and non-homogeneous system. We will not write the general

expression here, rather we will derive the expression for binary systems.

5. The Soret coefficient in diluted binary molecular mixtures: The kinetic term
in thermodiffusion is related to the difference in the mass and symmetry of
molecules

In this section we present the results obtained in (Semenov, 2010, Semenov, Schimpf, 2011a).
In diluted systems, the concentration dependence of the chemical potentials for the solute
and solvent is well-known [e.g., see (Landau, Lifshitz, 1980)]: y2(¢):len¢ , and gy is

practically independent of solute concentration ¢ = ¢, . Thus, Eq. (20) for the Soret coefficient

takes the form:

ouy
oT
Sy =—2L
T kT (33)

where up is piyp -

The equation for combined chemical potential at constant volume [Eq. (28)] using
assumption b) in Section 3 takes the form

. z! “d — M
ty =—kT Sin 2 _1p?_ i1 o+ 4 j Mrzdr (34)
2 my 1-¢ zZM R (2

rot
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where N; =N, is the number of solvent molecules displaced by molecule of the solute,
@} is the potential of interaction between the virtual particle and a molecule of the solvent.
The relation ¢ =1-¢is also used in deriving Eq. (34). Because ln[(;ﬁ/ (1- ¢)] — - atg >0,
we expect the use of assumption a) in Section 3 for the concentration of virtual particles will
yield a reasonable physical result.

In a dilute binary mixture, the equation for local pressure [Eq. (32)] takes the form

20, (')

IT; :_ﬁ: @u(r) +Jr.

U

dr' (35)

j=1 ur

©

where index i is related to the virtual particle or solute.
Using Egs. (29), (34), we obtain the following expression for the temperature-induced
gradient of the combined chemical potential of the diluted molecular mixture:

1 r ' Ny (.
Vil ——kVT[31nmz+1nZg]+ [ Ay O (1) =@ (1) . (36)
2 my, zZM S0 o r
Here ¢, is the thermal expansion coefficient for the solvent and V,I' is the tangential
component of the bulk temperature gradient. After substituting the expressions for the
interaction potentials defined by Egs. (23), (24), and (28) into Eq. (36), we obtain the
following expression for the Soret coefficient in the diluted binary system:

LIl oo’ &
Sy =) 1n| T2 |4 10| M (ilsls), ||| 7o, “(‘9“—1j (37)
2T| 2 | my, s \/(111213)N1 180kT | &pn

In Eq. (37), the subscripts 2 and N; are used again to denote the real and virtual particle,
respectively.

The Soret coefficient expressed by Eq. (37) contains two main terms. The first term
corresponds to the temperature derivative of the part of the chemical potential related to the
solute kinetic energy. In turn, this kinetic term contains the contributions related to the
translational and rotational movements of the solute in the solvent. The second term is
related to the potential interaction of solute with solvent molecules. This potential term has
the same structure as those obtained by the hydrodynamic approach in (Schimpf, Semenov,
2004; Semenov, Schimpf, 2005).

According to Eq. (37), both positive (from hot to cold wall) and negative (from cold to hot
wall) thermodiffusion is possible. The molecules with larger mass (m, >my, ) and with a
stronger interactions between solvent molecules (&, > &, ) should demonstrate positive
thermodiffusion. Thus, dilute aqueous solutions are expected to demonstrate positive
thermophoresis. In (Ning, Wiegand, 2006), dilute aqueous solutions of acetone and dimethyl
sulfoxide were shown to undergo positive thermophoresis. In that paper, a very high value
of the Hildebrand parameter is given as an indication of the strong intermolecular
interaction for water. More specifically, the value of the Hildebrand parameter exceeds by
two-fold the respective parameters for other components.
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Since the kinetic term in the Soret coefficient contains solute and solvent symmetry
numbers, Eq. (37) predicts thermodiffusion in mixtures where the components are distinct
only in symmetry, while being identical in respect to all other parameters. In (Wittko,
Kohler, 2005) it was shown that the Soret coefficient in the binary mixtures containing the
isotopically substituted cyclohexane can be in general approximated as the linear function

S; =Sy +a, AM + b,Al (38)

where S;;is the contribution of the intermolecular interactions, a,,and b, are coefficients,
while AM and Al are differences in the mass and moment of inertia, respectively, for the
molecules constituting the binary mixture. According to Eq. (37), the coefficients are defined

by

" 4T1iz 49
Ny
2
b, = (7 Ny ) (40)

In (Wittko, Kohler, 2005) the first coefficient was empirically determined for cyclohexane
isomers to be a,=099-10°K™" at room temperature (T=300 K), while Eq. (39)
yields a,, =0.03-10 K™ (M, =84). There are several possible reasons for this discrepancy.
The first term on the right side of Eq. (38) is not the only term with a mass dependence, as
the second term also depends on mass. The empirical parameter g, also has an implicit
dependence on mass that is not in the theoretical expression given by Eq. (39). The mass
dependence of the second term in Eq. (37) will be much stronger when a change in mass
occurs at the periphery of the molecule.

A sharp change in molecular symmetry upon isotopic substitution could also lead to a
discrepancy between theory and experiment. Cyclohexane studied in (Wittko, Kéhler, 2005)
has high symmetry, as it can be carried into itself by six rotations about the axis
perpendicular to the plane of the carbon ring and by two rotations around the axes placed in
the plane of the ring and perpendicular to each other. Thus, cyclohexane has yy =24. The
partial isotopic substitution breaks this symmetry. We can start from the assumption that for
the substituted molecules, 7, =1. When the molecular geometry is not changed in the
substitution and only the momentum of inertia related to the axis perpendicular to the ring
plane is changed, the relative change in parameter b; can be written as

2

(7N1 )2 (111213)2 _(72 )2(111213 )1 _ (VNI )2(m2 —my, ) X (},N1 ) _(72)2 a

4T(7,)" Ty, AT (7, my, AT (3,

2
6, =— |3+ [m} 42)
4Tmy, 72

Eq. (41) yields
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Using the above parameters and Eq. (42), we obtaina,, ~5.7-10°K ™", which is still about
six-times greater than the empirical value from (Wittko, Kohler, 2005). The remaining
discrepancy could be due to our overestimation of the degree of symmetry violation upon
isotopic substitution. The true value of this parameter can be obtained with y, x2-3. One
should understand that the value of parameter y, is to some extent conditional because the
isotopic substitutions occur at random positions. Thus, it may be more relevant to use Eq.
(42) to evaluate the characteristic degree of symmetry from an experimental measurement of
rather than trying to use theoretical values to predict thermodiffusion.

al‘fl

6. The Soret coefficient in diluted colloidal suspensions: Size dependence of
the Soret coefficient and the applicability of thermodynamics

While thermodynamic approaches yield simple and clear expressions for the Soret
coefficient, such approaches are the subject of rigorous debate. The thermodynamic or
“energetic” approach has been criticized in the literature. Parola and Piazza (2004) note that
the Soret coefficient obtained by thermodynamics should be proportional to a linear
combination of the surface area and the volume of the particle, since it contains the
parameter ;. given by Eq. (11). They argue that empirical evidence indicates the Soret
coefficient is directly proportional to particle size for colloidal particles [see numerous
references in (Parola, Piazza, 2004)], and is practically independent of particle size for
molecular species. By contrast, Duhr and Braun (2006) show the proportionality between the
Soret coefficient and particle surface area, and use thermodynamics to explain their
empirical data. Dhont et al (2007) also reports a Soret coefficient proportional to the square
of the particle radius, as calculated by a quasi-thermodynamic method.

Let us consider the situation in which a thermodynamic calculation for a large particle as
said contradicts the empirical data. For large particles, the total interaction potential is
assumed to be the sum of the individual potentials for the atoms or molecules which are
contained in the particle

J' lnq) 17 _17‘) (43)

Here V/ is the internal volume of the real or virtual particle and @, (‘r - r‘) is the respective
mtermolecular potential given by Eq. (24) or (28) for the interaction between a molecule of a
liquid placed at 7 (r =|7|) and an internal molecule or atom placed at7 . Such potentials are
referred to as Hamaker potential, and are used in studies of interactions between colloidal
particles (Hunter, 1992; Ross, Morrison, 1988). In this and the following sections, v;is the
specific molecular volume of the atom or molecule in a real or virtual particle, respectively.
For a colloidal particle with radius R >>o;;, the temperature distribution at the particle
surface can be used instead of the bulk temperature gradient (Giddings et al, 1995), and the
curvature of the particle surface can be ignored in calculating the respective integrals. This
corresponds to the assumption that r'~ Rand dv~4zR*dr in Eq. (36). To calculate the
Hamaker potential, the expression calculated in (Ross, Morrison, 1988), which is based on
the London potential, can be used:
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3
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Herey = X, and x is the distance from the particle surface to the closest solvent molecule
O

surface. Using Eqs. (36) and (44) we can obtain the following expression for the Soret

coefficient of a colloidal particle:

_ m'aRogien on(en 45)
=
2(n+2)vkT vy \ &y

Here n is ratio of particle to solvent thermal conductivity. The Soret coefficient for the
5

colloidal particle is proportional to—22L In practice, this means that St is proportional to
0102

6
R since the ratio 2L
on U102
is consistent with hydrodynamic theory [e.g., see (Anderson, 1989)], as well as with
empirical data. The present theory explains also why the contribution of the kinetic term
and the isotope effect has been observed only in molecular systems. In colloidal systems the
potential related to intermolecular interactions is the prevailing factor due to the large value

is practically independent of molecular size. This proportionality

Ro? . .. .. R . .
=% Thus, the colloidal Soret coefficient is —— times larger than its molecular
U1 O

of

counterpart. This result is also consistent with numerous experimental data and with
hydrodynamic theory.

7. The Soret coefficient in diluted suspensions of charged particles:
Contribution of electrostatic and non-electrostatic interactions to
thermodiffusion

In this section we present the results obtained in (Semenov, Schimpf, 2011b). The colloidal
particles discussed in the previous section are usually stabilized in suspensions by
electrostatic interactions. Salt added to the suspension becomes dissociated into ions of
opposite electric charge. These ions are adsorbed onto the particle surface and lead to the
establishment of an electrostatic charge, giving the particle an electric potential. A diffuse
layer of charge is established around the particle, in which counter-ions are accumulated.
This diffuse layer is the electric double layer. The electric double layer, where an additional
pressure is present, can contribute to thermodiffusion. It was shown in experiments that
particle thermodiffusion is enhanced several times by the addition of salt [see citations in
(Dhont, 2004)].

For a system of charged colloidal particles and molecular ions, the thermodynamic
equations should be modified to include the respective electrostatic parameters. The basic
thermodynamic equations, Egs. (4) and (6), can be written as

N
Vi =3 v, 5P+ %VT +eF (46)
k=1 T
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VP = Zn (Z 2, +6‘; VT+eE] 47)
i=1

ou,;

where ¢; =——1is the electric charge of the respective ion, ® is the macroscopic electrical

potential, and E =-V® is the electric field strength. Substituting Eq. (47) into Eq. (46) we
obtain the following material transport equations for a closed and stationary system:

7 L <~ 4y Ot Ot 5ﬂk
=0=—2)4 iy g 4 Likyr Lk E
Ji Tzk: v; (,Z; o¢, ht oT oD (48)
where
o
_afg =e¢; —Nyey (49)

We will consider a quaternary diluted system that contains a background neutral solvent
with concentration ¢, , an electrolyte salt dissociated into ions with concentrations ¢, =n,v, ,
and charged particles with concentration ¢, that is so small that it makes no contribution to
the physicochemical parameters of the system. In other words, we consider the
thermophoresis of an isolated charged colloidal particle stabilized by an ionic surfactant.
With a symmetric electrolyte, the ion concentrations are equal to maintain electric neutrality

v =v.4 (50)

In this case we can introduce the volume concentration of salt as

o =0, [1 + U‘J =g [1 + ZJ*] and formulate an approximate relationship in place of the exact
o_

+

form expressed by Eq. (8):
g+h=1 (51)

Here the volume contribution of charged particles is ignored since their concentration is
very low, i.e. ¢, < ¢, < ¢ . Due to electric neutrality, the ion concentrations will be equal at

any salt concentration and temperature, that is, the chemical potentials of the ions should be
equal: u, = 4 (Landau, Lifshitz, 1980).

Using Egs. (48) - (51) we obtain equations for the material fluxes, which are set to zero:

7 ¢QL2 6/u21 éﬂ21 6:u21
=0= V ¢2 +3—=LV ¢ VT +e E 5
IZ 2T P) P 5 s oT 2 ( 2)

o L[ ouy Oy
J.=0=- UT[B o8 Vo, + oT VT - eEj (53)
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jo=0=-fle| 30 gy Oagr  F (54)
oT |~ og T eT

where e, =—e_=e¢ (symmetric electrolyte). We will not write the equation for the flux of
background solvent J; because it yields no new information in comparison with Eqs. (52) -
54), as shown above. Solving Egs. (52) - (54), we obtain

Vg =-VT 8(#116; ”il)/3 6(”%; ) (55)
2eE—3a(ﬂj;#i1)v¢s + a(#i;T #L)VT (56)

S

Eq. (55) allows us to numerically evaluate the concentration gradient as
Vo, ~ 4 SVT (57)

where S5 =107 is the characteristic Soret coefficient for the salts. Salt concentrations are
typically around 102-10 mol/L, that is ¢, = 10~ or lower. A typical maximum temperature
gradient isVT =10*K /cm. These values substituted into Eq. (57) yield
Ve, ~10™* =10 cm™ . The same evaluation applied to parameters in Eq. (56) shows that the
first term on the right side of this equation is negligible, and the equation for thermoelectric
power can be written as

o1 =Ha) VT _o,—v_om o
oT 2¢  2ev; 0T

E~ (58)
For a non-electrolyte background solvent, parameter 0p;/0T can be evaluated
as ouy /0T = kT , where «; is the thermal expansion coefficient of the solvent (Semenov,
Schimpf, 2009; Semenov, 2010). Usually, in liquids the thermal expansion coefficient is low
enough (¢, =10°K™") that the thermoelectric field strength does not exceed 1 V/cm. This
electric field strength corresponds to the maximum temperature gradient discussed above.
The electrophoretic velocity in such a field will be about 10--10-4 cmi/s. The thermophoretic
velocities in such temperature gradients are usually at least one or two orders of magnitude
higher.

These evaluations show that temperature-induced diffusion and electrophoresis of charged

colloidal particle in a temperature gradient can be ignored, so that the expression for the
Soret coefficient of a diluted suspension of such particles can be written as

v Ot p 1 o
SR £ Sy M V) (59)
VT ¢2(’>‘,u21p kT oT
0¢

Eq. (59) can also be used for microscopic calculations.
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For an isolated particle placed in a liquid, the chemical potential at constant volume can be
calculated using a modified procedure mentioned in the preceding section. In these
calculations, we use both the Hamaker potential and the electrostatic potential of the electric
double layer to account for the two types of the interactions in these systems. The chemical
potential of the non-interacting molecules plays no role for colloid particles, as was shown
above.

In a salt solution, the suspended particle interacts with both solvent molecules and
dissolved ions. The two interactions can be described separately, as the salt concentration is
usually very low and does not significantly change the solvent density. The first type of
interaction uses Egs. (25) and the Hamaker potential [Eq. (44)].

For the electrostatic interactions, the properties of diluted systems may be used, in which
the pair correlative function has a Boltzmann form (Fisher, 1964; Hunter, 1992). Since there
are two kinds of ions, Eq. (21) for the “electrostatic” part of the chemical potential at
constant volume can be written as

1 owf AP AP, of P P
yﬁ:—47msjd/1j ekl —e KT @e(r)r2dr:—47msij ek e KT —2 |p24y (60)
0 R R
where n, :Lis the numeric volume concentration of salt, and ®,=e®is the
v, +0_

electrostatic interaction energy.
Eq. (32) expressing the equilibrium condition for electrostatic interactions is written as

V[(n, —n )@, (r)+T1]+2(n, _n,)cpe(r)%o -0 (61)
where 7, is the unit radial vector. In Eq. (61) it is assumed that the particle radius is much

larger than the characteristic thickness of the electric double layer. Solving Eq. (62) assuming
a Boltzmann distribution for the ion concentration, as in (Ruckenstein, 1981; Anderson,
1989), we obtain

@, _®. o @, @, \r
He ZHSkT{ekT +e kT —2]—;15.[[61(7" —e kT}J.q)e(rl)drl (62)

el

Substituting the pressure gradient calculated from Eq. (62) into Eq. (29), utilizing Eq. (60),
and considering the temperature-induced gradients related to the temperature dependence
of the Boltzmann exponents, we obtain the temperature derivative in the gradient of the
chemical potential for a charged colloidal particle, which is related to the electrostatic
interactions in its electric double layer:

e w r{ P D, )
Otap = 4zngkR Idrj ekT 4o kT Lg(r )dr' (63)
or  (n+2)y (kT)?

Here n is again the ratio of particle to solvent thermal conductivity. For low potentials
(®, <kT'), where the Debye-Hueckel theory should work, Eq. (63) takes the form
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6;1 8znkR
ZP n+2 j J. (64)

Using an exponential distribution for the electric double layer potential, which is
characteristic for low electrokinetic potentials ¢, we obtain from Eq. (64)

ousp  8ankRA3 ( o jz )
oT — (n+2) \kT

where /1 is the Debye length [for a definition of Debye length, see (Landau, Lifshitz, 1980;
Hunter, 1992)].

Calculation of the non-electrostatic (Hamaker) term in the thermodynamic expression for
the Soret coefficient is carried out in the preceding section [Eq. (45)]. Combining this
expression with Eq. (65), we obtain the Soret coefficient of an isolated charged colloidal
particle in an electrolyte solution:

8an,RA (e( jz 7o, Ro5169, 0'231[811_1] (66)

T T(n+2)\kT)  2(n+2)vkT v \ &y

This thermodynamic expression for the Soret coefficient contains terms related to the
electrostatic and Hamaker interactions of the suspended colloidal particle. The electrostatic
term has the same structure as the respective expressions for the Soret coefficient obtained
by other methods (Ruckenstein, 1981; Anderson, 1989; Parola, Piazza, 2004; Dhont, 2004). In
the Hamaker term, the last term in the brackets reflects the effects related to displacing the
solvent by particle. It is this effect that can cause a change in the direction of thermophoresis
when the solvent is changed. However, such a reverse in the direction of thermophoresis
can only occur when the electrostatic interactions are relatively weak. When electrostatic
interactions prevail, only positive thermophoresis can be observed, as the displaced solvent
molecules are not charged, therefore, the respective electrostatic term is zero. The numerous
theoretical results on electrostatic contributions leading to a change in the direction of
thermophoresis are wrong due to an incorrect use of the principle of local equilibrium in the
hydrodynamic approach [see discussion in (Semenov, Schimpf, 2005)].

The relative role of the electrostatic mechanism can be evaluated by the following ratio:

2
§nsv2 Ll%& (e{) (67)
7 T o3 oy (&1 —&x KT

The physicochemical parameters contained in Eq. (67) are separated into several groups and
1,0,
T
2
o

are collected in the respective coefficients. Coefficient contains the parameters related

to concentration and its change with temperature,

is the coefficient reflecting the

respective lengths of the interaction, v—; reflects the geometry of the solvent molecules, and
o
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first two of these four terms are always significantly distinct from unity. The characteristic
length of the interaction is much higher for electrostatic interactions. Also, the characteristic
density of ions or molecules in a liquid, which are involved in their electrostatic interaction
with the colloidal particle, is much lower than the density of the solvent molecules. The
2

. - 4
values of these respective coefficients are —’;’2103 and
o !

is the ratio of energetic parameters for the respective interactions. Only the

%% 10 for typical ion

concentrations in water at room temperature. The energetic parameter may be small, (~0.1)
when the colloidal particles are compatible with the solvent. Characteristic values of the
energetic coefficient range from 0.1-10. Combining these numeric values, one can see that
the ratio given by Eq. (67) lies in a range of 0.1-10 and is governed primarily by the value of
the electrokinetic potential ¢ and the difference in the energetic parameters of the Hamaker
interaction &1 — &y, . Thus, calculation of the ratio given by Eq. (67) shows that either the
electrostatic or the Hamaker contribution to particle thermophoresis may prevail,
depending on the value of the particle’s energetic parameters. In the region of high Soret
coefficients, particle thermophoresis is determined by electrostatic interactions and is
positive. In the region of low Soret coefficients, thermophoresis is related to Hamaker
interactions and can have different directions in different solvents.

8. Material transport equation in binary molecular mixtures: Concentration
dependence of the Soret coefficient

In this section we present the results obtained in (Semenov, 2011). In a binary system in
which the component concentrations are comparable, the material transport equations
defined by Eq. (18) have the form

o _ NPT g 68
P V{quﬁ(l ¢)[2 o Vo VT]/T[1 ¢+Ljvj¢ﬂ (68)

Eq. (68) can be used in the thermodynamical definition of the Soret coefficient [Eq. (59)]. The
mass and thermodiffusion coefficients can be calculated in the same way as the Soret coefficient.
The microscopic models used to calculate the Soret Coefficient in (Ghorayeb, Firoozabadi,
2000; Pan S et al.,, 2007) ignore the requirement expressed by Eq. (10) and cannot yield a
description of thermodiffusion that is unambiguous. Although the material transport
equations based on non-equilibrium thermodynamics were used, the fact that the chemical
potential at constant pressure must be used was not taken into account. In these articles
there is also the problem that in the transition to a dilute system the entropy of mixing does
not become zero, yielding unacceptably large Soret coefficients even for pure components.
An expression for the Soret coefficient was obtained in (Dhont et al, 2007; Dhont, 2004) by a
quasi-thermodynamic method. However, the expressions for the thermodiffusion coefficient
in those works become zero at high dilution, where the standard expression for osmotic
pressure is used. These results contradict empirical observation.

Using Eq. (27) with the notion of a virtual particle outlined above, and substituting the
expression for interaction potential [Eqgs. (24, 28)], we can write the combined chemical
potential at constant volume y: as
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In order to proceed to the calculation of chemical potentials at constant pressure using Eq.
(29), we must calculate the local pressure distributionIl;using Eq. (32). We can

subsequently use Eqgs. (29) and (33) to obtain an expression for the gradient of the combined
chemical potential at constant pressure in a non-isothermal and non-homogeneous system:
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Here ¢;is the thermal expansion coefficient for the respective component, =—1=22 is the
0,0
2012

parameter characterizing the geometrical relationship between the different component
2 3

T Onén
U1

molecules, and a= is the energetic parameter similar to the respective parameter in

the van der Waals equation (Landau, Lifshitz, 1980) but characterizing the interaction
between the different kinds of molecules. Then, using Egs. (20), (70), we can write:

S =7 (1-¢)Sir —#Sor + S;("in 1)
4(p-1/2) +7-1

where 7=T/T_is the ratio of the temperature at the point of measurement to the critical

&t Pex ~1-8

temperature T, :Z[ J, where phase layering in the system begins.

‘12
Assuming that f ~ 1, the condition for parameter T, to be positive is as g1; + £y, > 2¢;, . This

means that phase layering is possible when interactions between the identical molecules are
stronger than those between different molecules. When ¢, + &,, <2, , the present theory

predicts absolute miscibility in the system.
At temperatures lower than some positiveT., when 7<1 only solutions in a limited

concentration range can exist. It this temperature range, only mixtures with ¢ < ¢, ¢>¢ can
exist, where ¢1"/2 = (1 +J1- 7) / 2, which is equivalent to the equation that defines the

boundary for phase layering in phase diagrams for regular solutions, as discussed in
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(Kondepudi, Prigogine, 1999). S, = aia[(g,vi / 512)—1J / 2kT is the “potential” Soret coefficient
related to intermolecular interactions in dilute systems. These parameters can be both positive
and negative depending on the relationship between parameters ¢; ande;, . When the

intermolecular interaction is stronger between identical solutes, thermodiffusion is positive,
and vice versa. This corresponds to the experimental data of Ning and Wiegand (2006).

When simplifications are taken into account, the equations expressed by the non-
equilibrium thermodynamic approach are equivalent to expressions obtained in our
hydrodynamic approach (Schimpf, Semenov, 2004; Semenov, Schimpf, 2005). Parameter

Sk in Eq. (71) is the kinetic contribution to the Soret coefficient, and has the same form as

the term in square brackets in Eq. (37). In deriving this “kinetic” Soret coefficient, we have
made different assumptions regarding the properties and concentration of the virtual
particles for different terms in Eq. (70).

In deriving the temperature derivative of the combined chemical potential at constant
pressure in Eq. (70) we used assumption a) in Section 4, which corresponds to zero entropy
of mixing. Without such an assumption a pure liquid would be predicted to drift when
subjected to a temperature gradient. Furthermore, the term that corresponds to the entropy

of mixing —kIn[¢/(1-¢)]will approach infinity at low volume fractions, yielding

unacceptably high negative values of the Soret coefficient. However, in deriving the
concentration derivative we must accept assumption b) because without this assumption the
term related to entropy of mixing in Eq. (70) is lost. Consequently, the concentration
derivative becomes zero in dilute mixtures and the Soret coefficient approaches infinity.
Thus, we are required to use different assumptions regarding the properties of the virtual
particles in the two expressions for diffusion and thermodiffusion flux. This situation
reflects a general problem with statistical mechanics, which does not allow for the entropy
of mixing for approaching the proper limit of zero at infinite dilution or as the difference in
particle properties approaches zero. This situation is known as the Gibbs paradox.

In a diluted system, at¢ <1, Eq. (71) is transformed into Eq. (37) at any temperature,

provided ¢ < ¢, . At|z|>1, when the system is miscible at all concentrations, S; is a linear

function of the concentration

Sr= (1 - ¢)ST1 — ¢Sy + S"I;m (72)

Eq. (72) yields the main features for thermodiffusion of molecules in a one-phase system. It
describes the situation where the Soret coefficient changes its sign at some volume fraction.
Thus a change in sign with concentration is possible when the interaction between
molecules of one component is strong enough, the interaction between molecules of the
second component is weak, and the interaction between the different components has an
intermediate value. Ignoring again the kinetic contribution, the condition for changing the

sign change can be written as(&y, +&1)/2> &, > & or(ep+61)/2<ép<épy . A good

example of such a system is the binary mixture of water with certain alcohols, where a
change of sign was observed (Ning, Wiegand, 2006).

9. Conclusion

Upon refinement, a model for thermodiffusion in liquids based on non-equilibrium
thermodynamics yields a system of consistent equations for providing an unambiguous
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description of material transport in closed stationary systems. The macroscopic pressure
gradient in such systems is determined by the Gibbs-Duhem equation. The only assumption
used is that the heat of transport is equivalent to the negative of the chemical potential. In
open and non-stationary systems, the macroscopic pressure gradient is calculated using
modified material transport equations obtained by non-equilibrium thermodynamics, where
the macroscopic pressure gradient is the unknown parameter. In that case, the Soret
coefficient is expressed through combined chemical potentials at constant pressure. The
resulting thermodynamic expressions allow for the use of statistical mechanics to relate the
gradient in chemical potential to macroscopic parameters of the system.

This refined thermodynamic theory can be supplemented by microscopic calculations to
explain the characteristic features of thermodiffusion in binary molecular solutions and
suspensions. The approach yields the correct size dependence in the Soret coefficient and
the correct relationship between the roles of electrostatic and Hamaker interactions in the
thermodiffusion of colloidal particles. The theory illuminates the role of translational and
rotational kinetic energy and the consequent dependence of thermodiffusion on molecular
symmetry, as well as the isotopic effect. For non-dilute molecular mixtures, the refined
thermodynamic theory explains the change in the direction of thermophoresis with
concentration in certain mixtures, and the possibility of phase layering in the system. The
concept of a Laplace-like pressure established in the force field of the particle under
consideration plays an important role in microscopic calculations. Finally, the refinements
make the thermodynamic theory consistent with hydrodynamic theories and with empirical
data.

10. List of symbols

a Energetic parameter characterizing the interaction between the different
kinds of molecules

a,, Empiric coefficient in Eq. (38)

b; Empiric coefficient in Eq. (38)

E Electric field strength

e; Electric charge of the respective ion

8ij Pair correlation function for respective components
h Planck constant

I,1,, I3 and Principal values of the tensor of the moment of inertia
] Total material flux in the system

], Energy flux

T, Component material fluxes

k Boltzmann constant

L;i and Lig Individual molecular kinetic coefficients

l Thickness of a spherical layer around the particle
m; Molecular mass of the respective component
My Mass of the virtual particle

N Number of components in the mixture



Statistical Thermodynamics of Material Transport in Non-Isothermal Mixtures 365

out

rot

rot
i

vib
7Nk

rot

Number of the molecules of the k’th component that are displaced by a

molecule of i'th component
Number of solvent molecules displaced by the solute in binary systems

Ratio of particle to solvent thermal conductivity
Numeric volume concentration of salt

Numeric volume concentration of the respective component

Internal macroscopic pressure of the system
Molecular heat of transport

Coordinate of the correlated molecule when the considered particle is
placed at r=0
Unit radial vector

Coordinate of internal molecule or atom in the particle

Radius of a colloidal particle
Surface area of a spherical layer around the particle
Soret coefficient in binary systems

Contribution of the intermolecular interactions in Eq. (38)and in the Soret
coefficient for diluted systems.

Characteristic Soret coefficient for the salts

Contribution of kinetic energy to the Soret coefficient

Temperature
Critical temperature, where phase layering in binary systems begins

Time

Volume external to a molecule of the i'th component
Internal volume of a molecule or atom of the i'th component
Partial molecular volume of respective component

Its specific molecular volume

Distance from the colloid particle surface to the closest solvent molecule
surface
Dimensionless distance from the colloid particle surface to the closest

solvent molecule surface
Rotational statistical sum for polyatomic molecules

Rotational statistical sum for the respective component
Vibrational statistical sum for the respective component

Rotational statistical sum for the virtual particle of the molecules k'th

component displaced by the molecule of i'th component

Thermal expansion coefficient for the respective component
Parameter characterizing the geometrical relationship between the
different component molecules
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Al

Hi
Hoi

* v,‘
HMig = My —— Mg
Ok
Hp = = /42113

Hip,V Hiy

Difference in the moment of inertia for the molecules constituting the

binary mixture

Difference in the mass for the molecules constituting the binary mixture
Energy of interaction between the molecules of the respective components

Interaction potential for the respective molecules

Total interaction potential of the atoms or molecules included in the
respective virtual particle

Hamaker potential of isolated colloid particle

Macroscopic electrical potential
Electrostatic interaction energy

Volume fraction of the second component in binary mixtures

Volume fraction of the respective component

Boundary values of stable volume fractions in binary systems below the

critical temperature
Molecular symmetry number for the respective component

Molecular symmetry number for the virtual particle in binary mixture

Parameter which describes the gradual “switching on” of the
intermolecular interaction

Debye length

Chemical potential of the respective component

Chemical potential of the ideal gas of the molecules or atoms of the

respective component

Combined chemical potential for the respective components

Combined chemical potential at the constant pressure for the binary

systems

Chemical potentials of the respective component at the constant pressure

and volume, respectively

Electrostatic contribution to the chemical potential at the constant volume

for the charged colloid particle

Electrostatic contribution to the chemical potential at the constant pressure

for the charged colloid particle
Local pressure distribution around the respective molecule or particle

Electrostatic contribution to the local pressure distribution around the

charged colloid particle
Minimal molecular approach distance

Electrokinetic potential

Ratio of the temperature at the point of measurement to the critical

temperature
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Thermodynamics of Surface Growth with
Application to Bone Remodeling
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France

1. Introduction

In physics, surface growth classically refers to processes where material reorganize on the
substrate onto which it is deposited (like epitaxial growth), but principally to phenomena
associated to phase transition, whereby the evolution of the interface separating the phases
produces a crystal (Kessler, 1990; Langer, 1980). From a biological perspective, surface growth
refers to mechanisms tied to accretion and deposition occurring mostly in hard tissues, and
is active in the formation of teeth, seashells, horns, nails, or bones (Thompson, 1992). A
landmark in this field is Skalak (Skalak et al., 1982, 1997) who describe the growth or
atrophy of part of a biological body by the accretion or resorption of biological tissue lying
on the surface of the body. Surface growth of biological tissues is a widespread situation,
with may be classified as either fixed growth surface (e.g. nails and horns) or moving
growing surface (e.g. seashells, antlers). Models for the kinematics of surface growth have
been developed in (Skalak et al., 1997), with a clear distinction between cases of fixed and
moving growth surfaces, see (Ganghoffer et al.,, 2010a,b; Garikipati, 2009) for a recent
exhaustive literature review.

Following the pioneering mechanical treatments of elastic material surfaces and surface
tension by (Gurtin and Murdoch, 1975; Mindlin, 1965), and considering that the boundary of
a continuum displays a specific behavior (distinct from the bulk behavior), subsequent
contributions in this direction have been developed in the literature (Gurtin and Struthers,
1990; Gurtin, 1995, Leo and Sekerka, 1989) for a thermodynamical approach of the surface
stresses in crystals; configurational forces acting on interfaces have been considered e.g. in
(Maugin, 1993; Maugin and Trimarco, 1995) - however not considering surface stress -, and
(Gurtin, 1995; 2000) considering specific balance laws of configurational forces localized at
interfaces.

Biological evolution has entered into the realm of continuum mechanics in the 1990’s, with
attempts to incorporate into a continuum description time-dependent phenomena, basically
consisting of a variation of material properties, mass and shape of the solid body. One
outstanding problem in developmental biology is indeed the understanding of the factors
that may promote the generation of biological form, involving the processes of growth
(change of mass), remodeling (change of properties), and morphogenesis (shape changes), a
classification suggested by Taber (Taber, 1995).

The main focus in this chapter is the setting up of a modeling platform relying on the
thermodynamics of surfaces (Linford, 1973) and configurational mechanics (Maugin, 1993)
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for the treatment of surface growth phenomena in a biomechanical context. A typical
situation is the external remodeling in long bones, which is induced by genetic and
epigenetic factors, such as mechanical and chemical stimulations. The content of the chapter
is the following: the thermodynamics of coupled irreversible phenomena is briefly
reviewed, and balance laws accounting for the mass flux and the mass source associated to
growth are expressed (section 2). Evolution laws for a growth tensor (the kinematic
multiplicative decomposition of the transformation gradient into a growth tensor and an
accommodation tensor is adopted) in the context of volumetric growth are formulated,
considering the interactions between the transport of nutrients and the mechanical forces
responsible for growth. As growth deals with a modification of the internal structure of the
body in a changing referential configuration, the language and technique of Eshelbian
mechanics (Eshelby, 1951) are adopted and the driving forces for growth are identified in
terms of suitable Eshelby stresses (Ganghoffer and Haussy, 2005; Ganghoffer, 2010a).
Considering next surface growth, the thermodynamics of surfaces is first exposed as a basis
for a consistent treatment of phenomena occurring at a growing surface (section 3),
corresponding to the set of generating cells in a physiological context. Material forces for
surface growth are identified (section 4), in relation to a surface Eshelby stress and to the
curvature of the growing surface. Considering with special emphasis bone remodeling
(Cowin, 2001), a system of coupled field equations is written for the superficial density of
minerals, their concentration and the surface velocity, which is expressed versus a surface
material driving force in the referential configuration. The model is able to describe both
bone growth and resorption, according to the respective magnitude of the chemical and
mechanical contributions to the surface driving force for growth (Ganghoffer, 2010a).
Simulations show the shape evolution of the diaphysis of the human femur. Finally, some
perspectives in the field of growth of biological tissues are mentioned.

As to notations, vectors and tensors are denoted by boldface symbols. The inner product of
two second order tensors is denoted (A.B)ij = AyBj; . The material derivative of any function
is denoted by a superposed dot.

2. Thermodynamics of irreversible coupled phenomena: a survey

We consider multicomponent systems, mutually interacting by chemical reactions. Two
alternative viewpoints shall be considered: in the first viewpoint, the system is closed, which
in consideration of growth phenomena means that the nutrients are included into the
overall system. The second point of view is based on the analysis of a solid body as an open
system exchanging nutrients with its surrounding; hence growth shall be accounted for by
additional source terms and convective fluxes.

2.1 Multiconstituents irreversible thermodynamics
We adopt the thermodynamic framework of open systems irreversible thermodynamics,
which shall first be exposed in a general setting, and particularized thereafter for growing
continuum solid bodies. Recall first that any extensive quantity A with volumetric density
a=a(x,t) satisfies a prototype balance law of the form

oa(x,t)

Y =-VJ]J.(x,t)+0o,(x,t) 1)
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with J,(x,t) the flux density of a(x,t) and o,(x,t) the local production (or destruction) of
a(x,t) . The particular form of the flux and source depend on the nature of the considered
extensive quantity, as shall appear in the forthcoming balance laws. We consider a system
including n constituents undergoing r chemical reactions; the local variations of the partial
density of a given constituent k, quantity p, , obey the local balance law (Vidal et al., 1994)

0
ﬂ:_v'(pku+]k)+2\/1k z Vak]a (2)
ot a=l.r
n
with w:=—>" pu, the local barycentric velocity, M, the molar mass, and v, the

P k=1
stoechiometric coefficients in the reaction ¢, such that the variation of the mass dm; of the

species k due to chemical reactions expresses as

dme =M, Y vyé,, k=l.n ®)

a=1.r

wherein &, denotes the degree of advancement of reaction « . The molar masses M,
satisfy the global conservation law (due to Lavoisier)

S vuM, =0, a=1.r @)
k=1

Observe that the total flux of mass is the sum of a convective flux p,u and a diffusive flux

Ji ; the mass production is identified as the contribution M, Z Vi, - In this viewpoint,

a=1.r

the system is in fact closed, since the balance law satisfied by the global density p = Z Pr

k=1
n n
writes (Vidal et al., 1994) accounting for the relation Z]k = Z o, =0, as
j=1 j=1
5/0 e 5
—=-V.(pu)+ )] My, ==V.(pu) ©)
ot k=la=L.r

This balance law does not involve any source term for the total density. Instead of using the
partial densities of the system constituents, one can write balance equations for the number
of moles of constituent k, n, =m, / M, , with m, the mass of the same constituent. The
molar concentration is defined as ¢, =n; /V, its inverse being called the partial molar
volume. The partial mole number n, satisfies the balance equation

@le . (3 'nk
e _ g, + ©
ot ot o

0

with J, the flux of species k and its production term, given by De Donder definition

of the rate of progress of the jth chemical reaction
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T

on
6tk ]21 k]é:] (7)

The two previous equalities enter into Gibbs relation as
pit=0ps, +6ps; + 016~ 1 Lodiv], + 3 1 3 v, ®)
r M o M7

with @ the temperature and g the chemical potential of constituent k. The chemical
affinity in the sense of De Donder is defined as the force conjugated to the rate cf/

P
A= _Z[ﬂk M)ij == (e /V)vy ©)
k 3
Hence, Gibbs relation can be rewritten in order to highlight the variation of entropy
1 1 1 1 1, .
S=—plUl——0:&+ ) — — |div], + Y —AL. 10
pi=—pii—— Zklg(ukV] Tk Zilg & (10)

The local balance of internal energy traduces the first principle of thermodynamics as
pu = —V.]q + pw

with ]q the heat flux, and the term pw is relative to all forms of work. One shall isolate the
flux-like contributions in the entropy variation, which after a few transformations writes

1
ps = ps, + ps; = +ZV(],<'uk j Z]k ( ) 7 (pw-o: s z Ag‘]
k
The contribution —o0:£/6 (involving the virtual power of internal forces) is further
decomposed into
l(J:é:E(J:Vu:V. 1(r:u -uV. 1(I
0 0 0 0
Hence, the rate of the entropy density decomposes into
ps=ps,+ps;=-V.] +Z] el +] (1j—
1+ 2y [V 5

ZJk.V[%%j ;pw o: s z Afj
k

This writing allows the identification of the divergential contribution to the exchange
entropy, hence to the entropy flux

(11)

My 1
=)+ 2 12
q - kHV ( )



Thermodynamics of Surface Growth with Application to Bone Remodeling 373

and of the internal entropy production

ps'i:]q.V[;J—zk:]k.V[/glj ;0 &— pi) z Acf] (13)

which is due to the gradient of intensive variables (temperature, chemical potential), to the
irreversible mechanical power spent and to chemical reactions.

An alternative to the previous writing of the internal entropy production bearing the name
of Clausius-Duhem inequality is frequently used; as a starting point, the first principle is
written as

pi=-V] +0:e+> (1 / V)i (14)
k

One has assumed in this alternative that the mechanical power pw=0":Vu does not

include a flux contribution, hence only the heat diffusion contributes to the flux of internal

energy. The contribution ¢:¢+ Z( m /V)flk is identified to the term pw . Previous
k

equality combined with the second principle, equality ps=-Vv. [] j+ ps; (the entropy flux
0

resumes to the sole heat flux), delivers after a few manipulations the variation of the internal
energy as

. . v . . .
pu=['9,05—L77—Tpsij+013+2(#k/V)”k (15)
k
Hence, the internal entropy production is identified as
. - v . . 16
Hpsi:—p(u—Ts)—]q7+0:s+Z(,uk/V)nk (16)
k
which is conveniently rewritten in terms of Helmholtz free energy density y :=u—Ts as
. . : Ve ) .
Hpsl-:—p(l//+50)—]q.7+0:s+2(,uk/V)nk 17)
k

This is at variant with the point of view adopted next, which consists in insulating a
growing solid body from the external nutrients, identified as one the chemical species, but
accounted for in a global manner as a source term.

2.2 General balance laws accounting for mass production due to growth

In the case of mass being created / resorbed within a solid body considered as an open
system from a general thermodynamic point of view, one has to account for a source term
7 being produced (by a set of generating cells) at each point within the time varying
volume Q,; a convective term is also added, corresponding to the transport of nutrients by
the velocity field of the underlying continuum. For any quantity a, the convective flux is
locally defined in terms of its surface density as F(a)=av ; the overall convective flux of a
across the closed surface 0Q, expresses then as
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Bono(@) =~ [ a(v—w).ndA (18)
o,

(the minus accounts for the unit exterior normal n ). This diffusive flux corresponds to a
macroscopic flux

b (@)= [ J(a)ndA (19)

o0,

The density of microscopic flux J(a) is associated to an invisible motion of molecules
within a continuum description, hence must be described by a specific constitutive law. It
does not depend on the velocity of the points of a0, .

The convective derivative along the vector field w of the field a=a(x,t) writes

St _ (%] +Vaw (20)
ot \ot),

In the case w coincides with the velocity of the material particles, previous relation delivers
the definition of the material (or particular) derivative

da_ 5, =M+Va.(v—w) (21)
dt o6t St
The derivative of the volume integral A := I adx is next calculated, according to Leibniz rule:
Qt
D f = J LY I a(w.n)dA (22)
Dtg o, 90 o

with w the velocity field of the points on aQ,, which is associated to a variation of the
domain occupied by the material points of the growing solid body (Figure 1).

Fig. 1. Domain variation due to the virtual velocity field w

A global balance equation can next be written, according to the natural physical rule: the
balance of any quantity is the sum of the production / destruction term and of the flux; this
yields
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—Iadx— jndx— [ {a(v—w)+J(a)}.ndA (23)

o0,

The first term on the r.h.s. corresponds to mass production, the second contribution to
convection of the produced mass through the boundary aa(r), and the third contribution to
diffusion through the boundary of the moving volume aa(:). One can see that only the
relative velocity of particles w.r. to the surface velocity matters. Combining this identity
with (22) gives

J.a—dx+ J w.n)dA = Jde— I {a(v-w)+](a)}.ndA (24)
Q Q o,

The corresponding local balance law is obtained after elimination of the velocity w , hence

(a) = %+div(uv) ~T1 - div] (a) 25)

Mass balance: the mass balance equation is deduced from the identification a=p, the
actual density. Hence, (23) gives

% I pdx = erdx— _[ J(p)ndA (26)
Q, t

The strong form of the balance law of mass writes finally

%p =M —div)(p)-pV.v 7)
The mass balance in Eulerian format is given in terms of the actual density p by the

following reasoning: we first write the general form of the balance of mass in physical space as

Y _I[7+pvvjd _Iﬁdx+ Imds—jl"pdx (28)
Q

with p(x,t) the actual density, 7z the physical source of mass, and m:=mn the scalar
physical mass flux across the boundary, projection of the flux (vector) m. The previous
balance law is quite general, as we account for both the variation of the integration volume
through the term pV.v, and for the source and flux of mass reflected by the right hand side
of (28). Localization of previous integral equation gives

Dp

——=7+V.m-pV.v 29
D P (29)

with v(x,t) = (%j the Eulerian velocity, which proves identical to (27); the same balance
X

law has been obtained in (Epstein and Maugin, 2000) starting form its Lagrangian
counterpart.
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In the sequel, we shall extensively use the following expression of the material derivative of
integrals of specific quantities (defined per unit mass) a=a(x,t), obtained using the mass

balance (28)

D D
o I pudx:j{pD—Z+u(;z+V.m)}dx (30)
Q, Q,

The comparison of (27) with (29) gives the identification of fluxes J(p)=-m; the balance
law is further consistent with (and equivalent to) the writing (Ganghoffer and Haussy,
2005)

p+pdiv(v)=d,+0,

with ® ,=V.m the total flux of conduction and o,=7 the volumetric source of mass.
Observe the difference with the treatment of section 1 considering overall a closed system
with no internal sources, reflected by equation (1.5): this first point of view considers the
nutrients responsible for growth as part of the system, whereas they appear as external
sources in the second viewpoint.

Expressing the total mass of the domain Q, as m(Q,) = I p(x)dx , the mass variation due to

Qt

the transport phenomena is written as the following integral accounting for source terms,
allowing the identification of the production term

[‘Z—Tloum = !{ dx = (_[t dx=>nr=Tp

The time variation of chemical concentration of nutrients is due to exchange through the

boundary accounted for by a flux J.jk.nds, and to a source term due to growth
o,

j Tpdx = I TT(Fg .ng )pdx , hence (see (28))
0, Q

D I pdx = J Tr(Fg.Fg’l)pdx = j P dx + I ji-Nds — pny, + divj, = ,o(Fg.Fg’l :I) =pl (31)
Dtq, Q Q o0,

The last equality is nothing else than I'= (7 +V.m) / p - a consequence of (28) - expressed in

material format, with the identifications r= Tr(D g) ,m; =j;; 7 =pn,. The global form

% I pdx = % .[ pJdX also fits within the general balance law for an open system, relation
QR QR

(30) with a=1.

Balance of momentum: the Eulerian version of the balance of momentum writes (Epstein

and Maugin, 2000)
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— I pvdx = Ifdx+ I n.odo, + _[ﬁvdx+ I (m®v)do, (32)
o0, Q o0,

with o Cauchy stress and f body forces per unit physical volume. Localizing (32) gives
using the mass balance (29)

p%:f+divo+(m.V)v (33)

Balance of kinetic and internal energy: the first law of thermodynamics for an open system
has to account for the contributions to kinetic and internal energies due to the incoming
material. Denoting u the specific internal energy density, one may write the energy balance
in the actual configuration as

th[ p(u +%v2jd = S{ {(f.v+ r)+7r[u +;v2j}dx

R Olefn.{o.vm(m;v j q}da( )

with r the volumetric heat supply (generated by growth), and q the heat flux across a0, .

(34)

This writing of the energy balance can be simplified using the balance of kinetic energy with
volumetric density k, obtained by multiplying (33) by the velocity and integrating over o,
hence

2 2
Dv” _ fv+vdive+v.(mV)v=£fv+vdive + m.V% =

2 2
J.lpD—vdx J. fv+vdiveo +mV| Y | |dx
Q12 Dt a 2

The left hand side of previous equality can be expressed versus the material derivative of

the total kinetic energy of the growing body, using the general equality (30) with a= %vz ,

hence (35)
Dl X
2 2 2 2
%:J' P +X (7[+V.m) dx:‘[ fv+vdivo+V. mL +7[X dx =
Dt o Dt 2 a 5 2

2 2
j[f.v—o:Vv+7r;’ J X + I n{ov+m }dd

o, o,

Using again (30) delivers similarly the material derivative of the total energy (left-hand side
in (34)) as (the total internal energy is denoted U )
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%(U-r[(): J.pgt(u+;v2jdx+i(u+;vz](z+v.m)dx: J‘{(f.v+r)+7r(u+;v2j}dx

nl Qf
1,
+ J n.{o.v+ m(u+fv j—q}dd(x)
o, 2

Using the balance of kinetic energy (35) allows isolating the material derivative of the
internal energy

bu _ I(—o:Vv+r+7zu)dx+ j n.(mu—q)do(x)
tog o0,

Its strong form is given by localization using the general equality (30) with the identification
a=u

p%Z:—O:VV-H%mV.u—V.q (36)

The Lagrangian counterpart of previous balance laws has been expressed in (Epstein and
Maugin, 2000).
Dissipation and second principle: the dissipation inequality writes in global form as

D ERVE | ( Ds ] ERVRN I |
— dx > 17 —=d V. [dx> | (07 r)d —d.
Dt({ps x ({(ﬂs+ r)dx (Jltn ) o(x)zi th+s m (dx ({( r) x 02[[n ) o(x)

Hence, the local dissipation inequality localizes as Clausius-Duhem inequality

Ds _ 1 |
— >0 r—div| = |-sV.
Ph; T 10[9] sV.m (37)

The previous balance laws are general balance laws in the framework of open systems
irreversible thermodynamics; we shall in the next section make the fluxes and source terms
involved in those balance laws more specific, in order to identify an evolution law for the
volumetric growth of solid bodies.

3. Volumetric growth

The kinematics of growth is elaborated from the classical multiplicative decomposition
(Rodriguez et al., 1994) of the transformation gradient

F =V x(X,t) > ] := det(F) (3.1)

with X,x the Lagrangian end Eulerian positions in the referential and actual configurations
denoted Qp,Q; respectively, as the product of the growth deformation gradient F, and the
growth accommodation mapping F,

F=F,F, (32)



Thermodynamics of Surface Growth with Application to Bone Remodeling 379

The transformation gradients F,,F, F define the mappings of the tangent spaces to the
various configurations. The Jacobean of the growth mapping informs about the nature of
growth:

J, = det(E,) (3.3)

Hence ], <1 describes growth, whereas ], >1 represents resorption. Growth essentially

occurs between the referential and the actual configurations.
Adopting the framework of hyperelasticity, the first Piola-Kirchhoff stress P expresses from
the strain energy density per unit volume in the reference configuration W(F,;X) with

argument the reversible part of the transformation gradient (a possible explicit dependence
upon the Lagrangian variable is included for heterogeneous media) as

P =W (F,;X) (3.4)

A more explicit (compared to (38)) expression of the dissipation accounting for heat and
matter exchanges is obtained by considering the general form of the balance of energy and
entropy: let denote uand s the density of internal energy and entropy per unit mass
respectively; the first and second principles of thermodynamics write (Munster, 1970)

pu :_v']q —Pi +]k'Fk ; pé:_v']s +0o; (35)

with J, the heat diffusion flux, J, := %(]q - yi]i) the total entropy flux, J, the diffusion flux

of the k-specie, F (x,t) an external force acting on the k-specie, and o, the entropy
production, always positive (it is dissipated). Introducing the free energy density per unit
mass y:=u—6s, with s the entropy density, we then immediately obtain the rate of
variation of the free energy density

py = ps0=V.J, + . +].E —p; -0, (3-6)

The positivity of the entropy production o, in previous inequality then expresses as
pl/}g_pi+lk'Fk+v-(Jq_ﬂi]i) 3.7

The principle of virtual power Z—I: =P, + P, (Kis the kinetic energy, P,,P; being the virtual

power of external and internal forces respectively), leads to the global form of previous
inequality in Eulerian format:

dK ,

E+ip‘/’dxgpe+lk'5k+q)m+®q 3.8)

with @ := 'f J,ndo and @, :=- J ;) ndo respectively the flux of heat and mass through
o0 o0

the boundary of Q. Previous inequality traduces the fact that the flux of mechanical work
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and mass increases the kinetic and internal free energy of the system, the difference being
dissipated.

The second principle may be rewritten after a few manipulations in terms of a dynamical
Eshelby stress accounting for all sources of energies (mechanical, chemical, thermal): the free
energy density is taken to depend on the elastic part of the transformation gradient E,, the
concentration of chemical specie n,and the temperature 6, so that Clausius-Duhem
inequality (3.7) becomes in material format:

%(P]W)STiFJrV(L - u);) >

p]y/I:Fg.Fg +p] o 5 +p]a—nk (3.9)
a My

+p]%"0’9' <T:(E,F, +E,F,)+Di], - uDiv], - J,Gradp

The balance of biochemical energy expresses that the time variation of chemical
concentration of nutrients is due to exchange through the boundary accounted for by the

term j J,NdA and to a source term due to growth I CpJdX = I Tr(]?g .Fg_l) pJdX , hence
o0Qp Qg Qg

% [ pdx= | Tr(Fg.Fg’l)pIdX: | prindx
& O O (3.10)

+ j T NdA — pJii, + Div], = p](Fg.F8*1 :I)p]
OQR

The last equality is nothing else than I'=(7+V.m)/p expressed in material format,
identifying r:= Tr(D g) , M; =J; . Accordingly, (3.9) becomes

ov). (@ .
0<| TF - p] L&, ~| 2~ gy | pi ~1,Gradu,
OF, ony (3.11)

0 . .
+[F;.T.Fgf —p]l//I—p]aIZJ F,F, 4 pJsé
Since previous equality must hold true for arbitrary variations F,,7,, the following

constitutive equations for the first Piola-Kirchhoff stress and the chemical potential are
obtained

- 0
T= p] VR =2l (3.12)

Especially, (3.12); is an alternative to (3.4) using the specific free energy instead of a strain
energy potential; observe that v is expressed per unit mass, in contrast to W (F,;X) in (3.4),

expressed per unit referential volume.
The residual dissipation then writes from (3.11)
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0<{pJs6~J,Gradu;| +p]£Fat.2;/—(y/ + ,uk)IJ L, (3.13)

a

The dissipation splits into the sum of the thermal and chemical dissipation and the intrinsic
(mechanical) dissipation

pJs0 —J,Grady, zo,—(F;.gI‘:”—(wyk)I]:Lg >0 (3.14)

a

From (3.14), and as a generalization of the growth models initially written in a purely
mechanical context, relations (3.3) and (3.4), one is entitled to write a general growth model
according to

L,=f(Z,) (3.15);

with the Eshelby stress accounting for both mechanical and chemical energy contributions

3, = pFat.Z?‘// —p(y+ )1 (3.15)2
Thereby, the Eshelby stress accounts for the change of domain induced by growth; this is
further reflected in the material driving force for growth, including the (material)
divergence of Eshehlby stress (Ganghoffer, 2010a, b). The exchange of matter is accounted
for by the number of moles (with corresponding driving forces the chemical potentials),
which may obey specific kinetic equations, of evolution diffusion type in a general setting
(Ganghoffer, 2010a, b).
Simulations of volumetric growth based on this formalism have been done for academic
situations in (Ganghoffer, 2010b). The objective of the present contribution is rather to unify
volumetric and surface growth under a common umbrella, basing on the framework of
Eshelby stress and material forces.

4. Surface growth: A review of the thermodynamics

Surface thermodynamics is clearly a pluridisciplinary topic, which has its origins in the study
of liquids, and touches various disciplines, such as metallurgy (grain boundary energy),
fracture mechanics (fracture energy, mechanics (surface stress), physics of fluids (surface
tension) and of solids (surface stress). Surface thermodynamic data are important parameters
for specialists in each of those fields, with however a different acceptance of the term.

The thermodynamics of surfaces has a long history, tracing back to Gibbs; an interface exists
when a thin inhomogeneous element of material forms a transition zone separating two
phases of different materials (denoted «,f in the sequel), as pictured in figure 2. The
transition zone between the bulk phases will be denoted by the Greek letter o in the sequel.
The aim of this section is not to give a detailed account in each of those fields, but rather to
provide the reader with a broad overview of the basic surface thermodynamics and to
review the major underlying parameters and their possible source of variation.

Different viewpoints have been considered in the literature as to the geometry of the surface
(this coinage used in Linford refers to the surface, as opposed to the bulk phases): the
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surface phase is considered as two-dimensional by Gibbs, and coined the mathematical
dividing surface, as the neat separation between fluid and solid phases. Gibbs viewpoint
may be called the surface excess approach (at fixed volume), in which the composite system
(bulk phases and the interface) is the sum of the reference system without the interface and a
correction; the difference of any quantity between the actual and the reference system leads
to an interfacial excess quantity.

n, moles of o
® 0000000 O
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Fig. 2. Formation of an interface from a fixed number of moles of a and .

Important to this viewpoint is the fact that the reference and actual systems have the same
volume.

Guggenheim considered the surface phase as a three dimensional body of finite small
thickness, and is commonly coined the surface phase approach. A third approach has been
introduced by Goodrich, relying on Guggenheim vision, but with the interfaces between the
surface phase and the two bulk phases identified to the walls of a confining vessel. A last
vision at variant with Gibbs treatment advocates that both the actual and reference systems
have the same mass, but possibly different volumes: it bears the name Surface excess approach
(at fixed mass), and was hardly considered in the literature, although rapidly mentioned by
Gibbs in 1878. One drawback of the Guggenheim model is that the volume of the interfacial
region V¢ is arbitrary, and has nothing to do with the volume change that occurs during
the formation of the interface; this difficulty is not apparent in Gibbs approach, for which
the excess volume V' is always zero.

For liquids, the situation is simple, as a single scalar parameter, the surface tension, is
sufficient. Three parameters are required to characterize the thermodynamics of surfaces:
the reversible work to produce unit area of new surface, sometimes called the specific surface
work (the counterpart of the surface tension in liquids), the specific surface Helmholtz
energy, as the change of energy of the surface region (as opposed to the bulk phases), and
the surface stress tensor, defined as the reversible work required to produced a unit area of
new surface by deformation. In order to avoid some existing confusion in the early literature
(this is due to the oversimplified situation that prevails for liquids), those three parameters
are next introduced in a distinct manner.

The thermodynamics of surfaces is based on the setting up of excess quantities. The reader is
referred to (Linford, 1973) and (Couchman and Linford, 1980) for more details on the topic.
Hence, the excess (Helmholtz) free energy is defined through its differential
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dF°? =-S%dT + gdA + 4 AN°

The quantity g accounts for both the creation of new surface (with a fixed number of

atoms) and the elastic deformation of the surface (also with a fixed number of atoms). The
addition of atoms (particles) on the surface is accounted for by the last term. Considering
two phases «,f with a separating interface o in-between, one can write the differential of
the total number of particles as

AN = dN? + dN” + dN°

The superficial excess or molar superficial concentrations are then defined as n” :=N° / A,
with A the area of the interface. Any extensive quantity Z can be decomposed as

Z=7%+7F +7° =2V + VP + 2° A

with z7:=Z% / A the superficial excess quantity. Regarding surface quantities, one makes a
distinction between:

e The superficial energy y (] / mz) - a scalar - accounting for the creation of a new

surface (irreversible phenomena), with a constant number of particles.

e The purely elastic variation of the surface area, expressed by a superficial stress &,
dual to an elastic surface strain €.

The excess total internal energy writes

duc =0dS° + gdA + 1, dN°,
For the whole system, using the previous decomposition
2=72"+7"+7°
one has
dU = 0dS — pdV + gdA + AN,
The variation of the free energy is
dF =-5d6 — pdV + gdA + 14dN,

Hence, g is defined as the partial derivative g = [ﬁj . Combining both relations
T,V,N;

dF® =-8°d0 + gdA + 14, dAN°, ; F7 = yA+ 14N,
gives
S%dT + N du, —(g—;/)dA+Ad;/ =0

This leads to the differential
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dy =—s7d0 —n®du +(g-7)dA/ A

expressing the variation of the superficial energy. In the case of an isothermal surface stretch
with a constant chemical potential, one gets the Couchmann-Everett formula

In the case of a purely elastic stretch, previous formula specializes to the relation

6}/ el
g=r+ A(—j .
0A) 1,

The reversible work needed to form a unit area of new surface is defined at constant
temperature and pressure as the partial derivative of the Gibbs free energy of the entire
system (bulk phases and surface), quantity G(P,T,n;,A), with respect to the formed area
A, at constant temperature T, pressure P, and number of moles of each component #;,
viz

dG =-VdP - SdT + p;dN; + ydA

whereby the multiplicative factors of the differential elements on the right-hand side of dG
are the partial derivatives

oG oG oG oG
V:_i;sz_i;ﬂizi;}/zi
oP orT ON; 0A

The partial derivatives are evaluated with all three other variables being held fixed. The
specific surface work y includes two contributions, the change of Gibbs free energy per unit
area for the surface region, denoted ¢”, and the change per unit area of surface created

from the surrounding bulk phases, evaluated as the sum g;n{ over all components,

y=8" —uni

with n{ :=N, / A, the surface excess of the ith species. In terms of the Helmholtz energy of
the whole system F, one has the similar relation involving the Helmholtz free energy per
unit area f7,viz

y=f7+Pe—pun?

with e the thickness of the surface; in most cases, the parameter e is small, and one may
neglect the contribution Pe, hence one has the identification f° = ¢° . The last two formulas
are expressions of Gibb’s adsorption equation, with the derivation due to Mullins, which is
next reproduced. We consider a system with n components consisting of a solid phase ¢ in

contact with a fluid phase and a solid phase acting as a thermal bath at temperature T and
as a chemical reservoir for each component; accordingly, the components concentrations can
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be adjusted to maintain the chemical potentials at fixed specified values ;. Imagine a
modification of the temperature by dT , and of the ith chemical potential by dy;, at fixed

surface area; dn; particles from the bulk will enter the solid phase o from the bulk, and
ithechange of Helmholtz free energy F° will be
dF? ==S7dT +(; +du;)dN; , ~=S7dT + pdN;

with S the entropy of the phase o . Consider next a new system for which T and g; are

returned to their initial values, but with the surface area increased by dA°, and modify
thereafter the temperature by dT , and the ith chemical potential by dy; ; the variation of free

energy of this system of larger area is
dF'° = =S dT + udN"; ,

Subtracting both variations of Helmholtz free energy by unit surface gives

o o S|O’_56 ', _ .
dAF'" — dF zf( )dTﬂlid(Nw N;,)
dA° dA° dA°

Introducing therein the definitions of the specific surface Helmholtz energy
fo = (dF 7 — dF") / dA? , the specific surface entropy s° = (S'“— S”) /dA°, and the surface

excess 11 = d(N'i,a— NW) / dA? leads to

df? =—s%dT + p,dl;
But one can also express the specific surface Helmholtz energy as f =y + yI'; , hence
Af =dy + pdl; +Tdy; = —s°dT + p,dT;
and thus finally
dy =—s%dT -T;dy,

The same identity was derived by (Goodrich, 1969) for a one-component system using the
method of Lagrange multipliers. The reversible work needed to generate a unit area of new
surface by stretching at constant pressure and temperature represents the surface stress
tensor, denoted &;; . Itis related to y by

oy

O'I‘]‘ = 751] +

The second order tensor &; is the strain (a small perturbation scheme is presently adopted)

induced by the component &;; acting in the j*h direction per unit length of the edge normal
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to the ith direction, with both indices i, j lying in the plane of the surface. Previous equation
is valid for an anisotropic solid, and reduces in the case of an isotropic surface to the
previously written Couchmann-Everett formula, with ¢ half the trace of the surface stress

tensor. The proof of previous formula follows Mullins derivation: let imagine a unit cube
with edges parallel to the axes x,y,z, and perform two distinct operations on it:

i.  Stretch the cube reversibly along the x axis by an amount dx , with the y edge fixed, but
allowing the edge z to vary its length. The surface in the xz plane may then change by
an inflow (or outflow) of material from the bulk, increasing (or decreasing), the cube
height; denote W, the work expanded in this transformation. Let next separate the

stretched cube along the xy plane, requiring the work W, =2(y +dy)(1+dx), with dy
the variation of the specific surface work y due to the stretch dx (factor 2 arises since
two surfaces are created, and the factor (1+dx) since the specific surface work applies

per unit surface area).
ii. Separate the original unit cube into two parts along an xy plane, requiring the work
W; =2y, and stretch each half by dx in the x direction, at fixed y edge, but varying z

edge. Let W, be the work expanded in this operation. The final configuration is the

same as that obtained in the first process, hence the same total work has been expanded,
hence W, + W, =W, + W, , viz
Wo +2(y +dy)(1+dx) =2y + W,

The difference W, —W, is the work due to the stretching operations of both processes, and
can be equalized to the x-component &, of a force in the newly formed surface times the

distance 2dx through which this force acts, hence
26, dx =W, -W,

The strain Ag,, =dx (since the other side has unit length), hence

2y +2yAe, +2Ay +2AyAe, =2y + 26 As,,
Due to the equalities
Aey, =0;Ay [ Ae, = dy [ de,,

it finally results

- dy
Gy =V +——
XX }/ dgxx

Similar analogous processes with the stretching replaced by shear lead to the relation
(Linford, 1973)

. dy

o
W de.,
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Combining the stretch and shear processes then lead to the expression of the surface stress
tensor

- dy

Gij = }/5,] + 751]
represented by a 2 by 2 symmetrical matrix (3 independent components). For an isotropic
material or a crystal with a threefold (or greater axis of symmetry), it follows as shown by

Shuttleworth (using the principle of virtual work) the isotropic surface stress

(10
%80 1

. Lo . 1/2 . . .
Lastly, consider a square section in the xy plane of side (A”) and imagine an extension

1/2 1/2

of the x edge by ¢,, (AG )1/2 ; the required workis W, =6,, (A") Ery (AG) . Extend

1/2
next the y edge by ¢,, (A”) ! , with an expanded work given by

)1/2 )1/2

Wy =6, (A7) (1+6,)z, (A7

Assuming the deformation is reversible and isothermal, the total work spent is the variation
of surface energy, which expresses for a high symmetry isotropic crystal as

d(A7Y) =Wy + Wy = 6,6, A% +6,, (1+ £, ), A7 ~ gdA

XX XX

due to the equality A (exx + gw) =dA? . Therefore, one has

dy

dA” = ydA” + A%y = g =7 +
gdA” =7 728yt

Note that the last term vanishes for liquids; as a corollary, liquid films can easily be
stretched since atoms can more from the bulk to the surface without additional energy costs.
The opposite situation prevails for solids, as they shear and their structure changes with an
overall additional energy contribution.

The Gibbs approach towards interfacial excess quantities is as previously mentioned valid
only at fixed volume; a parallel approach that is valid at fixed mass instead has been
developed in (Muller and Kern, 2001), which is next exposed. The bulk phases «,f are
initially separated and interface-free, and are in a thought experiment imagined to be joined
along a plane to generate the o/ f interface. Since mass is conserved, any change in the
thermodynamic quantities of the whole system are due to the new « / f§ interface, coined
excess values of the corresponding quantities, denoted with a subscript y to distinguish
them from Gibbs approach at fixed volume. The differential of the Gibbs energy of the
system before and after formation of the interface successively writes (for a constant number
of molecules)
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dG, =(V,, +V;)dP—(S, +S5)dT ;dG, =(V, +V;+V,)dP—(S, +S,+S,)dT +y dA

with y* the reorganization surface energy, although commonly referred to as the interfacial

tension in the literature; it is a mechanical positive quantity, that may depend upon interface
curvature. Note that the number of atoms is the same in the reference and final states, in
contrast with Gibbs approach. Hence, the variation of the excess Gibbs free energy between
states 1 and 2 for the fixed masses m,,,m 5 s

dG, =dG, —dG, =V,dP—S dT + y dA

which may be interpreted from an energetic point of view as follows: the term V,dP is the
mechanical work done against the external force field, the contribution S},dT represents the
heat of formation of the interface, and y*dA is the mechanical work done against the
internal force field of both phases «,f by motion of the molecules from the bulk to
generate a new interface. The excess free energy of formation of the interface, potential Gy ,is
the additional free energy required to form the interface from fixed masses of the pre-
existing bulk phases «,f . The above equations implicitly use the conservation of mass,
equation

Myopg) =My + n/j

and the definition of the excess interfacial volume Vy from the contributions to the total

volume after interface formation (balance law for the volume)

Vi

otal = Ve +V/, +Vy
In contrast to this treatment, Gibbs assumes a conservation of the total volume as

Viotas = Vo + Vg , but with addition of the new mass n? such that

_ o
Myopa =M + 1 +1

As a compensation for the volume change accompanying the formation of the interface;
o

hence, n° is a supply of material from outside the system, with the sense that the Gibbs
volume is an open thermodynamic volume.
Due to its status as a state function, the previous differential OF Gy allows writing relations

between partial derivatives as the analogues of the bulk phase Maxwell relations

oy oS < (o ov’
=z S et =-S,; 5 iy =V,
or P,Am 0A P.Tng o T,An,, P,Tn,,

a.p
...
T )y an oP AT, ,

o, p

The introduced quantities S;,Vy are respectively the interfacial excess entropy and the specific

interfacial excess volume; the compact notation », , stands for the two quantities {"a," ﬁ} .

Y



Thermodynamics of Surface Growth with Application to Bone Remodeling 389

The specific interfacial excess energy is obtained by simply integrating the differential

dG, =V,dP-5,dT + 7 dA= (G;) =" at constant pressure and temperature, introducing

Na,p

the specific interfacial excess energy G; =G, / A. Last relation implies that the temperature
and pressure dependence of 7~ can be determined from those of G; . The specific interfacial

excess energy is obtained from a Legendre transform to dG, :V},dP—SydT+7*dA and
substitution of the previous interfacial Maxwell relations, thus

(u;) =y +TS,-PV;

N, p

It immediately results the specific interfacial excess enthalpy

with H ; identified as the surface energy, which is the sum of the interfacial tension and the

heat supplied by the surrounding for an isothermal creation of new interface. The
advantages of this last approach in comparison to Gibbs treatment is that it leads to non-nil
interfacial volumes, analogues of the Maxwell relations for bulk phases can be derived, and
the temperature and pressure dependence of the interfacial tension can be accessed from a
comparison between simple formulae and experiments.
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Fig. 3. The broken bond model for surface energy

The reversible work to form new surface area, parameter y, is for a solid generally
orientation dependent, although not for a liquid. This surface energy parameter has been up
to now considered under the thermodynamic continuum viewpoint; we next examine two
other viewpoints, the atomistic approach and Wulff plot. The atomistic approach considers
the interaction between atoms to calculate the surface energy; arrangement of atoms in
crystals are such that one can order atoms according to the energy required to remove atoms
from the bulk: first nearest neighbours requiring more energy compared to second and third
nearest neighbours. For a crystal lattice presenting dislocations, the number of broken bonds
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is direction dependent, and is given by the expressions cos@ /aand siné /a in the x and y
directions respectively (figure 3), with a the distance to nearest neighbour (function of the
type of atomic packing) and € the inclination of the overall crystal shape resulting from the
total number of steps being created.

The surface energy is given by the expression

Equp = (cos@+sinb)e, / (zaz)

with g, the energy per bond. The broken bond model can be used to determine the shape of
a small crystal from the minimization of the sum of surface energies y; over all crystal faces,
a concept introduced in 1878 by J. W. Gibbs, considering constant pressure, volume,
temperature and molar mass:

MinY Ay,
i

at constant energy, hence adding the constraint JE=0= Z;/,-dA,- . The dependence of y on
orientation of the crystal’s surface and its equilibrium shape are condensed into a Wulff plot;
in 1901, George Wulff stated that the length of a vector normal to a crystal face is
proportional to its surface energy in this orientation. This is known as the Gibbs-Wulff
theorem, which was initially given without proof, and was proven in 1953 by Conyers
Herring, who at the same time provided a two steps method to determine the equilibrium
shape of a crystal: in a first step, a polar plot of the surface energy as a function of
orientation is made, given as the so-called gamma plot denoted as y(n), with n the normal
to the surface corresponding to a particular crystal face. The second step is Wulff
construction, in which the gamma plot determines graphically which crystal faces will be
present: Wulff construction of the equilibrium shape consists in drawing a plane through
each point on the y-plot perpendicular to the line connecting that point to the origin. The
inner envelope of all planes is geometrically similar to the equilibrium shape (figure 4).

(@01
A Wullf plane [ v plot @

(B}

(110}

Equilibrium
shape

Fig. 4. Wulff’s construction to calculate the minimizing surface for a fixed volume
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with anisotropic surface tension y(n)

5. Model of surface growth with application to bone remodeling

The present model aims at describing radial bone remodeling, accounting for chemical and
mechanical influences from the surrounding. Our approach of bone growth typically
follows the streamlines of continuum mechanical models of bone adaptation, including the
time-dependent description of the external geometry of cortical bone surfaces in the spirit of
free boundary value problems - a process sometimes called net ‘surface remodeling’ - and of
the bone material properties, sometimes coined net ‘internal remodeling’ (Cowin, 2001).

5.1 Material driving forces for surface growth

In the sequel, the framework for surface growth elaborated in (Ganghoffer, 2010) will be
applied to describe bone modeling and remodeling. As a prerequisite, we recall the
identification of the driving forces for surface growth. We consider a tissue element under
grow submitted to a surface force field f; (surface density) and to line densities p,,p,
defined as the projections onto the unit vectors T,
growing surface S, (Figure 5); hence, those line densities are respectively tangential and

v, resp. along the contour of the open

normal to the surface S, (forces acting in the tangent plane).

Fig. 5. Tissue element under growth: elements of differential geometry.

Focusing on the surface behavior, the potential energy of the growing tissue element is set as
the expression

V= J. WO(F)dxg + IWS(F,N;XS)ng + J.,ukn,fdag
“ % % (5.1)

- [fsxdoy — [ p Xl — [ pXvdl,
S, a5, a5,
Thereby, the growing solid surface is supposed to be endowed with a volumetric density
W, (F) depending upon the transformation gradient F:=Vyx, a surface energy with
density y/S(fT,N;XS) per unit reference surface, depending upon the surface gradient F,
the unit normal vector N to S, and possibly explicitly upon the surface position vector
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Xs on S, (no tilda notation is adopted here since the support of X; is strictly restricted to
the surface S ), and chemical energy ny, with #_the chemical potential of the surface
concentration of species 1y . The surface gradient F maps material lengths (or material
tangent vectors) onto the deformed surface; it is elaborated as the surface projection of F
(onto the tangent plane to Q,), viz

F=FP
The tissue element under grow is submitted to a surface force field fg (surface density) and
to line densities p,,p, defined as the projections onto the unit vectors t,,v, resp. along the
contour of the open growing surface S, (Figure 5); Hence, those line densities are
respectively tangential and normal to the surface S, (forces acting in the tangent plane).
The variation of the previously built potential energy of the growing tissue element V is next
evaluated, assuming applied forces act as dead loads, using the fact that the variation is
performed over a changing domain (Petryk and Mroz, 1986), here the growing surface S,.
We refer to the recent work in (Ganghoffer, 2010a) giving the detailed calculation of the
material forces for surface growth, very similar to present developments.
The variation of the volumetric term (first term on the right hand side of 6V ) can be
developed from the equalities (A2.1) through (A23) given in (Ganghoffer, 2010a,
Appendix 2):

S| [ Wo(EXy)dx, |= [ (Z6X,+p.ox).Nd(60, )+ ot (5:2)

Q 0Q,

with volumetric terms denoted as ‘v.t.” that will not be expressed here, as we are mostly
interested in surface growth. The r.h.s. in previous identity is a pure surface contribution
involving the volumetric Eshelby stress built from the volumetric strain energy density and
the so-called canonical momentum

— 6I/VO

T =W,I-F. =
0 P P oV

(5.3)
As we perform material variations over an assumed fixed actual configuration, the
contribution of the canonical momentum vanishes (6x=0). Observe that the volumetric
Eshelby stress X triggers surface growth in the sense of the boundary values taken by the
normal Eshelby-like traction Z.N . The variation of the surface energy contribution w° can
be expanded using the surface divergence theorem (equality (3.15) in Ganghoffer, 2010a) as

8| [v®(EN;:X;)do, :I[Vs.i—H.Kt.aNW5+(8XSWS) l+1~3T.fS}.5X5d0'g (5.4)

exp
S, S,

The surface energy momentum tensor (of Eshelby type) is then defined as the second order
tensor

y® 5>E=F .T-yl, (5.5)
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basing on the surface stress T. The Lagrangian curvature tensor is defined as K:=-VyN .

The chemical potential as the partial derivative of the surface energy density with respect to
the superficial concentration

a S
wo=L = () (56)
Oy x,p,N

The contributions arising from the domain variation due to surface growth are considered
as irreversible.

The material surface driving force (for surface growth) triggers the motion of the surface of
the growing solid; it is identified from the material variation of V' as the vector acting on the
variation of the surface position

T, =IN+VsEZ-PK ow® + 1 Vsni —f (5.7)

itself built from the surface stress T := 6151//5 , and on the curvature tensor K:=-V;Nin the

referential configuration.

5.2 Bone remodeling

Bone is considered as a homogeneous single phase continuum material; from a
microstructural viewpoint, bone consists mainly of hydroxyapatite, a type-I collagen,
providing the structural rigidity. The collageneous fraction will be discarded, as the mineral
carries most of the strain energy (Silva and Ulm, 2002). The ultrastructure may be
considered as a continuum, subjected to a portion of its boundary to the chemical activity
generated by osteoclasts, generating an overall change of mass of the solid (the mineral
fraction) given by

% j Pdx, = Jngs.Ndag

Q, S,

The quantity p,Vs.Ndo, therein represents the molar flux of bone material being dissolved,

hence
pVndo, = MJdo, (5.8)

with Vy the normal surface velocity, M the bone mineral molar mass, and | = p,Vy /M
the molar influx of minerals (positive in case of bone apposition, and negative when
resorption occurs). Clearly, the previous expression shows that the knowledge of the normal
surface growth velocity determines the molar influx of minerals. Estimates of the order of
magnitude of the dissolution rate given in (Christoffersen at al., 1997), for a pH of 7.2
(although much higher compared to the pH for which bone resorption takes place) and at a
temperature of 310K, are indicative of values of the molar influx in the interval
Je 1079,1.8.10’8}1701.5’11!1’2 . The osteoclasts responsible for bone resorption attach to the
bone surface, remove the collageneous fraction of the material by transport phenomena, and
diffuse within the material. This osteoclasts activity occurs at a typical scale of about 50um ,
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which is much larger compared to the characteristic size of the ultrastructure; the resorption
phase takes typically 21 days (the complete remodeling cycle lasts 3 months). The
osteoclasts, generate an acid environment causing simultaneously the dissolution of the
mineral - hydroxyapatite, a strong basic mineral [Ca3 (POy), L Ca(OH), , abbreviated HA in
the sequel - and the degradation of the collageneous fraction of the material. The metabolic
processes behind bone remodeling are very complicated, with kinetics of various chemical
substances, see (Petrtyl and Danesova, 1999).

The pure chemical driving force represents the difference of the chemical potential
externally supplied x, (biochemical activity generated by the osteoclasts) with the chemical
potential of the mineral of the solid phase, denoted gz, ; it can be estimated from the
change of activity of the H" cation (Silva and Ulm, 2002):

f{*]z

4 (5.9)
i

ex
This chemical driving force is the affinity conjugated to the superficial concentration of
minerals, denoted n°(t) in the sequel. The conversion to mechanical units Au is done,
considering a density of HA p =3000kg / m° (5.1), hence (p/ M)Au=-20MPa, according to
(Silva and Ulm, 2002); the negative value means that the dissolution of HA is chemically
more favorable (bone resorption occurs).
Relying on the biochemical description given thereabove, bone remodeling is considered as
a pure surface growth process. In order to analyze the influence of mechanical stress on
bone remodeling, a simple geometrical model of a long bone as a hollow homogeneous
cylinder is introduced, endowed with a linear elastic isotropic behavior (the interstitial fluid
phase in the bone is presently neglected). This situation is representative of the diaphysal
region of long bones (Cowin and Firoozbakhsh, 1981), such as the human femur (figure 6).
According to experiments performed by (Currey, 1988), the elastic modulus is assumed to
scale uniformly versus the bone density according to

A/J =He = Hpin = ROIn

E= EmaxpS (t)p (510)

with pg(t) the surface density of mineral, E, =15GPa (Reilly and Burstein, 1975) the
maximum value of the tensile modulus, and p a constant exponent, here taken equal to 3

(Currey, 1988; Ruinerman et al., 2005).
Following the representation theorems for isotropic scalar valued functions of tensorial

arguments, the surface strain energy density w2, (I:",N ;XS) of mechanical origin is selected
as a function of the curvature tensor invariants, viz the mean and Gaussian curvatures, the
invariants of the surface Cauchy-Green tensor C:=F'F and of its square. The following

simple form depending on the second invariant of the linearized part of C=I1+2§ is
selected, adopting the small strain framework, viz, hence

W%w@)=§T4a2+B@;a (5.11)
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Fig. 6. Modeling occurring during growth of the proximal end of the femur. Frontal section
of the original proxima tibia is indicated as the stippled area. The situation after a growth of
21 days is superimposed. Bone formation (+) and bone resorption zones indicated [Weiss,
1988].

with §=Pe=Ige—e(e, ®e,) the surface strain (induced by the existing volumetric strain),

and A,B mechanical properties of the surface, expressing versus the surface density of

minerals and the maximum value of the traction modulus as (the Poisson ratio is selected as
v=0.3)

_ Emaxps(t)3v . _Emaxps(t)3
B (1—2v)(1+v)’ B= 2(1+v) (-12)

As the surface of bone undergoes resorption, its mechanical properties are continuously
changing from the bulk behavior, due to the decrease of mineral density as reflected in
(5.10). The surface stress results from (5.11), (5.12) as

= a‘//slffh P o
T=o::7:z‘\s+28fr(£)lS (5.13)
The unknowns of the remodeling problem are the normal velocity of the bone
surface Vy (t), the surface density of minerals ps(t) and its superficial concentration. We
shall herewith simulate the resorption of a hollow bone submitted to a composite applied
stress, consisting of the superposition of an axial and a radial component, as

o=o0,e, ®e, +0,e, Qe, (5.14)

in the cylindrical basis (e,,e,,e,); this applied stress generates a preexisting homogeneous
stress state within the bulk material, inducing a surface stress given by
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0=Po=0,e,Qe,

The radial component of Eshelby stress X,. is then easily evaluated from the preexisting
homogeneous stress state. Straightforward calculations deliver then the driving force for
surface remodeling, as the sum of a chemical and a mechanical contribution due to the
applied axial stress:

. 1 [1 A+2B
Yy =—-3=Aun® () + ——— 5.15
gN VZ([’){S Hi ()+8(A+B)Bo—zz} ( )

with the material coefficients A,B given in (5.12), and the axial stress o,, possibly function
of time. A simple linear relation of the velocity of the growing surface to the driving force is
selected, viz

Vi () =CYon (1) (5.16)

with C a positive parameter; the positive sign is due to the velocity direction being opposite
to the outer normal (the inner radius is increasing). The chemical contribution leads by itself
to resorption, hence the normal velocity has to be negative; the mechanical contribution in
(5.15) brings a positive contribution to the driving force for bone growth, corresponding to
apposition of new bone when the neat balance of energy is favorable to bone growth. An
estimate of the amplitude of the normal velocity is given from the expression of the rate of
dissolution of HA in (5.8) as

J=pVy / M=10"mols™ m? = Vy =M/ p, ~33.10"%m / s ~0.286 um / day

selecting a molar mass M ~1.004kg / mol, following (Silva and Ulm, 2002). This value is an
initial condition for the radius evolution (its rate is prescribed), leading to
C=3510%m?kg's; it is however much lower compared to typical values of the bulk
growth velocity, about 10 um / day .

The mass balance equation for the surface density of minerals pg writes

ps+psVs:V =T"pg (6-17)

expressing as the following conservation law

sV "
Zfz—ﬁ) =T < ps(t) :hW(Jt)eXp(th) (5.18)
The initial surface density of minerals p° = ps(ty), is evaluated from the bulk density of
HA, viz 3000kg / m®, and the estimated thickness of the attachment region of osteoclasts,
about 7um (Blair, 1998), hence p ~ 2.1.10 kg / m* .

The surface growth rate of mass I'j is here assumed to be constant (it represents a datum)
and can be identified to the rate of dissolution of HA, adopting the chemical reaction model
of (Blair, 1998): T'j is estimated by considering that 80% of the superficial minerals have
been dissolved in a 2 months period, hence T§ ~-2.2.107s™" . The dissolution of HA is in
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reality a rather complex chemical reaction (Blair, 1998) that is here simply modeled as a
single first order kinetic reaction

[ Cas(PO,), |,Ca(OH), +8H" —10Ca®* +6HPO; +2H,0

The kinetic equation is chosen as:

on°(t) . " } 0 o
at( ):—yps(t)n (t):—j/ri(t)'j—”exp(th)n (t) (5.19)
0
incorporating the density of minerals. The rate coefficient of dissolution of HA, namely the

parameter 7, is taken at room temperature from literature values available for CHA
(carbonated HA, similar to bone), viz 7 ~2.2.10*s™" (Hankermeyer et al., 2002).

5.3 Simulation results

The present model involves a dependency of the triplet of variables {rl-(t), ps(t),n"(t)}
solution of the set of equations (5.15) through (5.19) on a set of parameters, arising from
initial conditions satisfied by those variables:

- The initial concentration of minerals ng is taken as unity, viz nJ =1 mol.m™.
- The initial radius 7, :=7;(0) is estimated as 7y =1.6 cm for the diaphysis of the human

femur (Huiskes and Sloof, 1981). The evolution versus time of the internal radius
obtained by time integration of the normal velocity expressed in (5.16).
The evolution versus time of some variables of interest is next shown, considering a time
scale conveniently expressed in days. Numerical simulations of bone resorption are to be
performed for three stress levels in the normal physiological range,
o-e{lMPu,ZMPa,SMPu}. The surface velocity (Figure 7) shows an acceleration of the
resorption process with time, which is enhanced by the stress level, as expected from the
higher magnitude of the driving force.
The density and concentration vanish over long durations, meaning that the bone has been
completely dissolved (Figure 8).
An order of magnitude of the simulated radial surface velocity is about 10um / day for a
stress level of 1MPa (Cowin, 2001). The superficial density of minerals and its concentration
are both weakly dependent upon stress; the density of minerals decreases by a factor two
(for low stresses; the resorption is enhanced by the applied stress) over a period of one
month resorption period.
Considering an imposed stress function of time, the surface driving force is seen to vanish
for a critical stress 22"

. (t), depending upon the density and concentration, given from (5.18),
(5.19) as

ot (t) = 9410 pg (12 1 (£)/? (5.16)

zz

This expression gives an order of magnitude of the stress level above which bone apposition
(growth) shall take place; when the critical stress is reached, the chemical and mechanical
driving forces do balance, and the bone microstructure is stable.
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Fig. 7. Evolution vs. time of the surface growth velocity for three stress levels: o,, =1MPa
(thick line), o,, =2MPa (dashed line), o,, =5MPa (dash-dotted line).
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For an applied stress o,, =0.2MPa lying slightly above the critical stress expressed in (5.16),

growth will occur due to mineralization (the chemical driving force in (5.9) favors
apposition of new bone on the surface), as reflected by the simulated decrease of the internal
radius over the first week (Figure 9).
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Fig. 9. Evolution of the internal radius of the diaphysis of the human femur (in microns)
versus time. Applied stress above the critical stress level: o,, =0.02MPa .

Apposition of new bone would occur in the absence of mechanical stimulus, under the
influence of a pure chemical driving force; in that case, the internal radius will decrease very
rapidly (Figure 9) and tends to an asymptotic value (for long times) after about two weeks
growth. For a non vanishing axial stress above the critical stress in (5.16), the driving force is
negative in the first growth period, and becomes thereafter positive due to the decrease of
the surface density of minerals, indicating that growth takes over from bone resorption.
Hence, the developed model is able to encompass both situations of growth and resorption,
according to the level of applied stress (the nature of the stress, compressive or under
traction, does not play a role according to (5.15)), which determine the mechanical
contribution of the overall driving force for growth.

6. Concluding remarks

Surface growth is by essence a pluridisciplinary field, involving interactions between the
physics and mechanics of surfaces and transport phenomena. The literature survey shows
different strategies for treating superficial interactions, hence recognizing that no unitary
viewpoint yet exists. The present contribution aims at providing a pluridisciplinary
approach of surface growth focusing on
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A macroscopic model of bone external remodeling has been developed, basing on the
thermodynamics of surfaces and with the identified configurational driving forces
promoting surface evolution. The interactions between the surface diffusion of minerals and
the mechanical driving factors have been quantified, resulting in a relatively rich model in
terms of physical and mechanical parameters. Applications of the developed formalism to
real geometries

Works accounting for the multiscale aspect of bone remodeling have emerged in the
literature since the late nineteen’s considering cell-scale (a few microns) up to bone-scale (a
few centimeters) remodeling, showing adaptation of the 3D trabeculae architecture in
response to mechanical stimulation, see the recent contributions (Tsubota et al., 2009; Coelho
et al., 2009) and the references therein. It is likely that one has in the future to combine
models at both micro and macro scales in a hierarchical approach to get deeper insight into
the mechanisms of Wolff’s law.

The present modeling framework shall serve as a convenient platform for the simulation of
bone remodeling with the consideration of real geometries extracted from CT scans. The
predictive aspect of those simulations is interesting in a medical context, since it will help
doctors in adapting the medical treatment according to short and long term predictions of
the simulations.
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1. Introduction

The low-temperature chemical vapor deposition (CVD) of refractory metals by the hydrogen
reduction of their fluorides is known as one of the perspective technique for the production
of high quality metallic coatings [1]. The CVD of tungsten has been more extensively
studied due to unique combination of its features such as low deposition temperature (750-
900 K), high growth rate (up to 5 mm/h), a good purity and high density of tungsten
deposit [2, 3]. Up to now there is a great interest to CVD tungsten alloys due to their
physical-mechanical properties [4, 5].

The thermodynamic analysis of the CVD processes is useful to define the optimal deposition
conditions. The understanding of the gas phase phenomena controlling the metals and
alloys deposition requires the knowledge of the gaseous mixture composition and surface
reaction kinetics which lead to the deposit growth. This chapter contains the calculated and
known thermochemical parameters of V, Nb, Ta, Mo, W, Re fluorides, the compositions of
gas and solid phases as result of the equilibrium of the hydrogen and fluorides for the
metals VB group (V, Nb, Ta ), VIB group (Mo, W), VII group (Re). A particular attention is
paid to the theoretical aspects of tungsten alloys crystallization.

2. Estimation of thermochemical constants

The accuracy of thermodynamic analysis depends on the completeness and reliability of
thermochemical data. Unfortunately, a limited number of the transition metal fluorides have
been characterized thermochemically or have been studied by a spectroscopic technique.
The experimental data were completed with the evaluated thermochemical constants for
fluorides in different valent and structural states. The calculated data were obtained by the
interpolation procedure based on the periodic law. The interpolation was performed on
properties of a number of the compounds that represent the electron-nuclei analogies [6].
The unknown enthalpy of the fluorides formation was calculating via energy of halids
atomization as following:

Q (MXn) =Ar H (Ma) + n As H (Xa) - Ar H (MXa), @
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The atomization energies of isovalent fluorides, chlorides and oxides of 4, 5, 6 period metals
were disscused in [7]. It can be emphasised that the chlorides and oxides are studied well by
experimental way. These curves are calling as “two-hilled”curves. Quantum-mechanical
interpretation of these dependences can be found in [8, 9].

Q MXp) = @(Zm), @
AZmQ (MFy) / AZmQ (MFs) = @( Zm, 1), ®)

Anp Q (MFy) / AZm Q (MCly) = @( Zm, 1), )

Q (MF,) / Q (MCly) = ¢(Zm 1), ®)

Q (MF,) / Q (MOn2) = ¢( Zm, n), (6)

Q[M (Zw) Ful / Q[M (Zmm + 32) Fu] = @( Zm, n), where Z, = 39-48 @)
Q (MXo) = @(Zs)=Any(Zs)+By X=FCl,BrI, 8)

Q (MF,) = ¢(n)= y[QMCL)] : Q (MF,) = CQ (MCl,) +D )
E (MF,)= ¢(n)= w[D(MF,)] : E (MF,) = LQ(MF,)+N, (10)

where A, B, C, D, L, N —const.

These sequences are the dependencies of energies of halids atomization (2, 8-10), one of
ratio of loss of energies of fluoride and chloride atomization (3, 4) from atom number of
metal Zn, (2-7), from halid Z, (8) and from valent state n (3-7, 9, 10).

All sequences were analyzied in order to determine the probable regions for interpolation
by linear function. For example, the estimation of unknown atomization energies can be
performed by the use of the sequence (2) within following region:

Q (MF) where Zn, corresponds to (III-IV-V) and (VI-VII-VIII-I) groups;

Q (MF) where Zy,, corresponds to (V-VI) and (VI-VII-VIII) groups;

Q (MF,, n23) where Z,, corresponds to (V-VI-VII) groups.

The sublimation heat A H (MX,) and enthropy S (MX,) were analyzied:

As H(MXp) = @(Zm, Zx, 1), , (11)

S (MXn) = @(Zm, Zx n). (12)

All calculated thermochemical constants together with most reliable literature data are
collected in tables 1, 2. The accuracy of the estimation data is + 30 k]J/mol for atomization
energy and + 4 J/mol K for atomization enthropy. The accurate thermochemical data of W-
F-H components are collected in the table 3, due to their importance for this analysis.

The literature review shows that the formation enthalpy is determined for several fluorides
enough reliable which are taken as milestone points. Among them are AlF;, UF4, UFs, ScF;,
CrF,, MnF,, TiF4, FeF; and other [28, 29]. Table 1 contains also the thermochemical constants
for polymer fluorides. Most reliable thermochemical data among the fluoride associations
were obtained for AlFs , FeyFs , CroFy. The thermochemical data for tungsten fuorides are
collected in table 2 because of the special importance for this investigation. Of course these
data will be more full and reliable in the progress of fluoride chemistry.
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Ne | Substance As Hopos (g) As He (s) As Hopos
11V 514,1+4,2 [10] 0 514,1+4,2
2 |vF 2,5463 11 |- -

3 |VE <-514+28 7] <-899+28 7] 385+28

4 |VF -878,0+48,1 [12] 1263,1+48,1 7] 385,1
5 |VE, <124148 7] 14121 [10]  [169,18,0
6 |VFs <1429,745,0 11 |- -

7 |VaFe -1963,4+48,0 13 |- -
8 [vaEs 2746,7+20,9 14 |- -
1 [Nb 721,9+4,2 [10] - 721,9+4,2

2 |NbE 208425 7] - -

3 |NbF, <226+21 7] - ;

4 |NDF; <754+16 7] - -

5 |NDbF, -1257+22 [7] -1506+21 [7] 249422
6 |NbFs -1711,7+6,3 [12] -1813,8+0,6 [10] 102,1+6,9
7 |NbsFss -5342,0+4,6 15 |- ]

1 [Ta 785,4+4,2 o] [o 785,4+4,2
2 |1aF 289,312, 6] |-

3 |Tak, 87,2412, el |-

4 |TaF; -810,9+12,5 el |-

5 |TaF, 1275,7+12,5 el |-

6 |TaFs 17748+12,5 [16]  |-1901,8+0,8 [10] 1274133
7 |TasFss -5611,245,4 [15]
1 |Mo 655,843,4 [7] 0 655,843,4

2 | MoF 271,749,2 17 |- -

3 [ MoF, 168,0£12,1 17 |- ]

4 |MoF; -591,5+14,6 7] |-909,6+19,7 [18]  |318,1343
5 |MokF, -953,0+16,3 [17] -1149,0+14,6 [18] 196,0+£30,9
6 |MoFs -1240,2+35,9 [17] -1394,4+4,6 [19] 154,2+40,5
7 |MoFs -1556,240,8 o] |- -

8 [MosFss ~4091,049,6 2o |- -
1 W 856,1+4,2 [10] 0 856,1+4,2
2 |wr <385 21 |-

3 |wWk -86,2+13 4 [21] -

4 [wr, -507,1+11,7 21 |-

5 [wr, -928,8+10,5 21  [-12062475 18] 277,413
6 |WE 1293,3+8 4 21]  |-1446,8+84 [10]  |153,5+16,8
7 |WEs 1721,5£0,7 oy |-
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Ne | Substance As Hopos (g) As He (s) As Hopos
8 [WiFs 444,048 4 [15] -

1 |Re 775,0£6,3 o] |o 775,0£6,3
2 |ReF 34360 7] _

3 |ReFs 116146 7] ;

4 |ReFs -354%36 7] -

5 |ReF, -733£33 [7] -995+33 [7] 263+26

6 |ReFs ~962+29 7] 1142+18 7] 18029

7 | ReFg -1353,5+12,6 [10] -

8 |ReF, 141011 [22]  [-1450,5+10,9 [22] 40,5+21,9
9 JReyFs -1854,2+33,4 [23]

10 |ResFis 3337,7+17,6 [24]

1 |F 79,43+1,05 o] |- -

2 |F 0 - -

1 |1 217,77+0,02 o] |- ;

2 |H 0 - -

1 |HF 270,41, o] |- ;

Table 1. Enthalpy of forming A¢ H (kJ/mol) and sublimation As H (kJ/mol) of system M-F-
H components in gas (g) and solid (s) states.

Ne Substance S0298 (8) S0298 (s)

1 \Y 182,010+0,033 [10] 28,88+0,33  [10]
2 VF 23024 [10] -

3 VF, 254,4 [12] 76,220 [25]
4 VE3 283,05 [12] 96,99 [10]
5 VE,y 305+4 [7] 126,13 [10]
6 VFs 331,0£2,9 [10] -

7 VaFs 397,0+17 [13] -

8 VaFs 45617 [14] -

1 Nb 186,000+0,033 [10] 36,53+0,21  [10]
2 NbF 2414 [12] -

3 NbF, 281,6 [12] -

4 NbF; 296,2 [12] -

5 NbF, 3255 [12] 100+4 [10]
6 NbFs 323,8 [12] 157,3+2,1 [10]
7 NbsF15 683,0+16,7 [15] -

1 Ta 184,927+0,033 [10] 41,47+0,17  [10]
2 TaF 240,8 [12] -
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Ne Substance So298 (g) S5 (s)

3 TaF, 290,9 [12] -

4 TaFs 308,1 [12] -

5 TaF, 336,1 [12] -

6 TaFs 332,7 [12] 169,7+16,7  [10]
7 TasFis 720,6+14,6 [15] -

1 Mo 181,663+0,029 [10] 28591021 [10]
2 MoF 243,53 [12] -

3 MoF, 275,9 [12] ;

4 MoF; 3013 [12] 93+12 7]
5 MoF; 319,3 [12] 10012 [7]
6 MoFs 327,7+1,7 [10] 125412 [10]
7 MoFe 350,3+1,2 [10] -

8 MosFis 580,6+16,7 20] ;

1 W 173,675+0,029 [10] 32,65+0,33  [10]
2 WE 250,6+4,2 [10] -

3 WE, 285,8 [12] -

4 WF; 314,2 [12] ]

5 WE; 330,1 [12] 1033484  [10]
6 WEs 3431 [12] 14613 [10]
7 WEq 353,5+1,3 [10] -

8 WiFis 63112 [15] -

1 Re 188,643+0,029 [10] 36,49+0,33  [10]
2 ReF 25144 7] ;

3 ReF, 285+4 7] -

2 ReFs 308,8 [12] 5

5 ReFs 333,96,3 [10] 146,484 [10]
6 ReFs 337,66,3 [10] 175,78,4  [10]
7 ReFe 363,62,1 [10] :

8 ReF; 360 [22] -

9 Re 2Fs 497417 23]

10 Re sF1s 736417 [24]

1 F 158,489+0,021 [10] ;

2 F» 202,5240,25 [10] -

1 H 114,494+0,021 [10] -

2 H, 130,395+0,021 [10] -

1 HF 173,512+0,033 [10] ]

Table 2. Entropy data S°9s (J/K mol) of system M-F-H components in gas (g) and solid (s)

states.
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Kom- | AHeo¢2%, Sox08, Cp=a+ BT+ yI2+6T2 J/mol-K References

ponents| kJ/mol J/mol-K
a 103 B 105y 1056

H, 0,0 130,4 32,02 -7,36 0,58 1,34 [10, 26]
H 217,8 114,5 20,77 0,0 0,0 0,0 [10, 26]
F 0,0 202,5 26,42 22,36 -1,25 -0,63 [10, 26]
F 794 158,5 25,08 -7,86 0,42 -0,33 [10, 26]
HF -270,4 173,5 30,01 -3,47 3,47 -0,25 [10, 26]
WFq -1719,9 |357,2 117,46 83,60 -5,02 -16,93 [10, 21, 26]
WFs -1292,0 (3428 114,95 |54,76 -3,26 -14,13 [12, 21]
WE, -928,0 329,8 80,67 56,85 -3,43 -7,98 [12, 21]
WE; -506,6 313,9 65,63 36,28 -2,21 -7,57 [12, 21]
WE; -86,1 285,5 53,92 26,41 -1,59 -3,85 [12, 21]
WEF 384,6 250,4 30,72 13,92 -0,79 -1,55 [12, 14]
WoFg -20424 |414,5 166,36 |112,86 |-6,81 -22,40 [7,27]
WoFp  |-28294 [497,0 202,31 |142,12  |-8,61 -28,34 [7,27]
WisFis5 -4244,0 |631,2 295,00 247,94 -15,29 -42,39 [7,15]
HWFs |-1383,9 |[352,2 98,65 103,25 |-5,60 -15,01 [27]

Table 3. Standart thermochemical constants of W-F-H components.

3. Equilibrium states in M-F systems

Temperature dependencies of equilibrium compositions in the M-F systems (M =V, Nb, Ta,
Mo, W, Re) are presented at the Fig.1. The data represent the thermodynamic stability of the
refractory metal fluorides with different valencies both monomer and polymer states
depending on the place of the metal in the Periodic table. The gas phase composition
depends on both the heat of the fluoride formation and the vaporation heat of the fluorides.
The thermodynamic analysis of M-F systems shows that the highest fluorides of the metals
are stable at temperatures up to 2000 K. The exceptions contain the fluorides VFs, MoFs,
ReFs that decompose slightly at the high temperature range and their thermal stability
increase according to the following order: VFs > MoFs > ReFg .

The gas low-valent fluoride concentrations, which depend upon the metal place in the
periodic system, rise with the increase of atomic number within each group and decrease
with the increase of atomic number within each period. Thus tantalum fluorides are most
strongly bonded halids and vanadium fluorides are most unstable among considered
fluorides. It is nesessary to note that partial pressures of low valent fluorides in Re-F system
are close to each other but low valent fluorides in Ta-F system have very different
concentrations.

Nevertheless the vaporation temperature of fluorides varies depending upon the metal
place in the periodic system in opposite direction than the gas low-valent fluorides
concentration. The most refractory fluorides are VF, and VF; (above 1500 K), the low-valent
fluorides of Nb and Mo possess the mean vaporation temperature (900-1100 K). Th low-
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valent fluorides of tantalum, tungsten, rhenium have the lowest vaporation temperature
(500-550 K).

The peculiarity of the fluorides is the possibility of their polymerization. It is known that
dimers or threemers are observed in gas state but tetramer clasters of Nb, Ta, Mo, W
fluorides and chains of V, Re fluoride polymers are forming in solid state [30]. For example,
fluorides W3yFg, W)F1p and MooFs, MosFs MooFip exist in W-F and Mo-F system,
correspondingly. The main structural state of Nb, Ta, Mo, W, Re fluoride polymers are
threemers but vanadium pentafluoride does form polymer state. MsFi5 polymers are
forming by the single M-F-M bonds but the fluoride dimers have double fluorine bridge
bonds. The exception are dimer molecules VyFs VoFg RexFs with the M-M bonds. All
polymer states are presented in tables 1-3.

4. Equilibrium states in M-F-H systems

The equilibrium analysis of the metal-fluorine-hydrogen (M-F-H) systems for the
temperature range 400-2000 K, total pressure of 1.3x10> Pa and 2 kPa and for fluoride to
hydrogen ratio from 1:3 to 1:100 have been calculated using a special procedure based on
the search of entropy extremum for the polycomponent mixture [7, 31]. All experimental
and calculated thermochemical constants of the fluorides and the characteristics of the
fluoride phase transitions were involved into the data set. The equilibrium compositions of
M-F-H systems (M=V, Nb, Ta, Mo, W, Re) for the optimal total pressure and the optimal
reagent ratio are presented at the Fig.2.

The comparison of the results presented at the Fig. 1 and Fig.2 shows that the addition of
hydrogen to VB metal pentafluorides decrease concentrations of the highest fluorides in
monomer and polymer states (except of V,Fs) and rise the concentration of lower-valent
fluorides. The large difference is observed for V-F-H system and small difference - for Ta-F-
H system.

The hydrogen addition to tungsten, molibdenium and rhenium hexafluorides leads to the
decrease of MF, concentration, 7 < x = 3, and to a small increase of di- and monoflouorides
concentration.

The source of VB group metals formed from M-F-H systems are highest fluorides and
polymers. The VI group metals are the product of hexa-, penta- and terafluoride
decomposition, but all known rhenium fluorides produce the metallic deposit. The
variation of the external conditions (total pressure and fluoride to hydrogen ratio)
influence on the gas phase composition according to the law of mass action and Le
Chatelier principle.

Fig. 3 presents the equilibrium yield of solid metallic deposit from the mixtures of their
fluorides with hydrogen as a function of the temperature. It is shown that metallic Re,
Mo, W may be deposited from M-F-H system at temperatures above 300 K. Yields of Nb
and Ta were varied in the temperature range from 800 K to 1300 K. Metallic V may be not
deposited from M-F-H system until 1700 K due to the high sublimation temperature of
VF; and VFs. It was established that the moving force (supersaturation) of the metal
crystallization in M-F-H system increase in the order for following metals: Re, Mo, W, Nb,
Ta, V. These thermodynamic results are in agreement with experimental data reviewed in
[7,32,33].
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Fig. 1. Equilibrium gaseous composition in M-F systems at total pressure of 2 kPa [7].
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Fig. 3. Yield of metals (V, Nb, Ta, Mo, W, Re) from the equilibrium mixtures of their
fluorides with hydrogen (1:10) as a function of the temperature [31].

5. Equilibrium composition of solid deposit in W-M-F-H systems

A thermodynamics of alloy co-deposition is often considered as a heterogeneous
equilibrium of gas and solid phases, in which solid components are not bonded chemically
or form the solid solution. The calculation of the solid solution composition requires the
knowledge of the entropy and enthalpy of the components mixing. The entropy of mixing is
easily calculated but the enthalpy of mixing is usually determined by the experimental
procedure. For tungsten alloys, these parameters are estimated only theoretically [34]. A
partial enthalpy of mixing can be approximated as the following:

AHp=(hyi+hyi T+hsix)x (1-x)2,

where hy i, ho;, hsi - polynomial’s coefficients, T - temperature, x; - mole fraction of solution
component.

The surface properties of tungsten are sharply different from the bulk properties due to
strongest chemical interatomic bonds. Therefore, there is an expedience to include the
crystallization stage in the thermodynamic consideration, because the crystallization stage
controls the tungsten growth in a large interval of deposition conditions. To determine the
enthalpy of mixing of surface atoms we use the results of the desorption of transition metals
on (100) tungsten plane presented at the Fig. 4. [35]. The crystallization energy can be
determined as the difference between the molar enthalpy of the transition metal sublimation
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from (100) tungsten surface and sublimation energy of pure metal. These values are
presented in the table 4 in terms of polynomial’s coefficients, which were estimated in the
case of the infinite dilute solution. The peculiarity of the detail calculation of polynomial’s
coefficients is discussed in [7]. The data predict that the co- crystallization of tungsten with
Nb, V, Mo, Re will be performed more easily than the crystallization of pure tungsten. The
crystallization of W-Ta alloys has the reverse tendency. Certainly the synergetic effects will
influence on the composition of gas and solid phases.

No M AHO,, = 298 K hy, i hy, i hs, i .,
xi=0 kJ/mol kJ/mol kJ/mol !
1 \ 0 0 0 0 1,0000-0,9375
Ta 36,4+10,9 36,4 -0,00042 72,7 0,0000-0,0625
2 W 0 0 0 0 1,0000-0,9375
Nb -225,7450,2 -225,7 -0,00025 -451,4 0,0000-0,0625
3 W 0 0 0 0 1,0000-0,9375
\% -434,7+50,2 -434,7 -0,00017 -1304,2 0,0000-0,0625
4 W 0 0 0 0 1,0000-0,9375
Mo -467,7+10,9 -467,7 -0,00117 -935,5 0,0000-0,0625
5 W 0 0 0 0 1,0000-0,9375
Re -220,3+10,9 -220,3 -0,00058 -440,5 0,0000-0,0625

Table 4. Excess partial “enthalpy of mixing” atoms for crystallization of W-M binary solid
solution and h; polynomial’s coefficients for x; = 0 - 0.0625 and T = 298 - 2500 K [7, 31].

Therefore the thermodynamic calculation for gas and solid composition of W-M-F-H
systems were carried out for following cases:

1. without the mutual interaction of solid components;

2. for the formation of ideal solid solution

3. for the interaction of binary solution components on the surface.

The temperature influence on the conversion of VB group metal fluorides and their addition
to the tungsten hexafluoride - hydrogen mixture is presented at the Fig.5 a,b,c. If the metal
interaction in the solid phase is not taken into account, the vanadium pentafluoride is
reduced by hydrogen only to lower-valent fluorides. It should be noted that metallic
vanadium can be deposited at temperatures above 1700 K. Equilibrium fraction of NbFs
conversion achieves 50% at 1400 K, and of TaFs - at 1600 K (Fig. 5 a,b,c, curves 1).

The thermodynamic consideration of ideal solid solution shows that tungsten-vanadium
alloys may deposit at the high temperature range (T > 1400 K) and metallic vanadium is
deposited in mixture with lower-valent fluorides of vanadium (Fig. 5 a, curves 2). The
beginnings of formation of W-Nb and W-Ta ideal solid solutions are shifted to lower
temperature by about 100 K (Fig. 5 b,c, curves 2) in comparison with the case (1).
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WE6:MF5:H2=10, total pressure of 2 kPa calculated for following cases:
1. without the mutual interaction of solid components;

2. for the formation of ideal solid solution

3. for the interaction of binary solution components on the surface.
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Fig. 6. Temperature influence on equilibrium yield of tungsten in W-Re-F-H (1) and W-F-H
(2) systems at total pressure of 2 kPa and gaseous composition of (WFs+6% ReFs) : Ho=10

Taking into account the interaction of component of alloys during crystallization, the
formation of W-V and W-Nb alloys possibly takes place at the temperatures above 300 K
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(Fig. 5 a,b, curves 3). Temperature boundary shown at the Fig. 5 is shifted in reverse
direction for the W-Ta system (Fig. 5 ¢, curves 3). It should be noted, that the calculation
results performed for cases (2) and (3) (for ideal and nonideal solid solution) for the W-Ta
system are almost identical due to the small enthalpy of mixing [35].

The influence of rhenium and molibdenium on the equilibrium yield of tungsten in the M-
W-F-H systems is observed for W-Re and W-Mo alloys deposition. The ReFs addition to the
gas mixture with WFs increase insignificantly the yield of tungsten in spite of strong atom
interaction during the crystallization according to thermodynamic calculations (Fig. 6). This
effect is still smaller for the case of W-Mo co-deposition. However equilibrium yield of
metals for their co-deposition with tungsten and the energy of the interaction of metallic
components during the crystallization have the common tendency. The knowledge of
refined data of process energies will allow us to obtain a more realistic situation.

6. The application fields of the coatings

The thermodynamic background presented above is very useful for production of the
coatings based on tungsten, tungsten alloys with Re, Mo, Nb, Ta, V and tungsten
compounds (for example tungsten carbides). The tungsten coatings have found wide
application in thin-film integral circuits when preparing the Ohmic contacts in the
production of the silicon-, germanium-, and gallium-arsenide-based Schottky-barrier diodes.
The tungsten selective deposition technology is perspective in the production of conducting
elements at dielectric substrates [36]. Tungsten films are used for covering hot cathodes,
improving their emission characteristics, and as protective coatings for anodes in extra-high-
power microwave devices. The CVD-tungsten coatings are used as independent elements in
electronics.

The X-ray bremsstrahlung in modern clinical tomographs and other X-ray units is obtained
by using tungsten or W-Re coatings at rotating anodes made of molybdenium or carbon-
carbon composite materials. In the nuclear power engineering, tungsten was shown to be a
good material for enveloping nuclear fuel particles because of low diffusion permeability of
the envelope for the fuel. The tungsten- and W-Re alloy-coatings [2, 3, 5] are extremely
stable in molten salts and metals used as coolants in high-temperature and nuclear
machinery, e.g., in heat pipes with lithium coolant and in thermonuclear facilities. Tungsten
emitters with high emission uniformity, elevated high-temperature grain orientation and
microstructure stability are of interest for their use in thermionic energy converters.
High-temperature technical equipment cannot go without tungsten crucibles, capillaries,
and other works that can be easily prepared by the CVD techniques. Tungsten is used as a
coating for components of jet engines, fuel cell electrodes, filters and porous components of
ion engines, etc. [2] The CVD-alloying of tungsten coatings with rhenium allows to improve
significantly their operating ability, especially under the temperature or load cycling.
Tungsten compounds have a wide field of application. The tungsten-carbide composites
deposited by using the fluoride technology occupy a niche among coatings with a thickness
of 10 to 100 mkm; they are unique in respect of strengthening practically any material,
starting with carbon, tool, and stainless steels, titanium alloys, and finishing with hard
alloys. CVD method permits to coat complicated shape components (which cannot be
coated using PVD-method or plasma sputtering of carbide powders with binder). Below we
list the most promissing fields of applications [37].

In the first place we can mention the strengthening of the oil and gas and drilling equipment
(pumps, friction and erosion assemblies). The problems of hydrogen- sulfide corrosion,
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wear of movable units, and erosion of immobile parts of drilling bits operating underground
take special significance because their replacement is very expensive. The carbide coatings
can be deposited inside cylinders and on the outer surfaces of components of rotary or
piston oil pumps. Numerous units in the oil and gas equipment, for example, block
bearings, solution-supplying channels in drilling bits, backings directing the sludge flow,
etc. require the strengthening of their working surfaces.

Another application in this field is the coating of metal-metal gaskets in the high- and
ultrahigh-pressure stop and control valves. In addition to intense corrosion, abrasion and
erosion wear, the working surfaces of ball cocks and dampers are subject of seizing under
high pressure; W-C-coatings prevent the seizure. An important advantage of the carbide
coatings is their accessibility for the quality of surface polishing, due to the initial smooth
morphology. The examples mentioned above relate not only to oil and gas but also to
chemical industry. The W-C-coatings are promising for working in contact with hydrogen-
sulfide-rich oil, acids, molten metals, as well as chemically aggressive gases. Due to their
high wear and corrosion resistance, these coatings can be use instead of hard chromium.

The abrasion mass extrusion and the metal shape draft require expensive extrusion tools;
the product price depends on the working surface quality and life time. The extrusion tools
must often have sophisticated shape inappropriate for coating with PVD or PACVD
methods. Therefore, W-C-coating prepared by a thermal CVD-method is promising in
strengthening these tools. Strengthening of spinneret for drawing wires or complicated
section of steel, copper, matrices for aluminum extrusion, ceramic honeycomb structures for
the porous substrate of catalytic carriers may give the same effect. Also, very perspective is
the deposition of strengthening coatings onto components of equipment for the pressing of
powdered abrasion materials. One may also mention the strengthening of knife blade used
for cutting paper, cardboard, leather, polyethylene, wood, etc [38].

In addition to the surface strengthening, the W-C-coatings can function as high-temperature
glue for mounting diamond particles in a matrix when preparing diamond tools or diamond
cakes (conglomerates) in drilling bits [39]. The above-given examples demonstrate the
variety of applications for tungsten, its alloys and carbides in mechanical engineering,
chemical, gas and oil industry, metallurgy, and microelectronics.

7. Conclusion

1. A number of unknown thermochemical constants of refractory metal fluorides were
calculated and collected in this chapter.

2. The systematic investigation of equilibrium states in the M-F, M-F-H (M =V, Nb, Ta,
Mo, W, Re) systems was carried out. It was demostrated that the equiblibrium
concentrations of highest fluorides in the M-F systems are determined by the place of
metal in the periodic table. They rise with the increase of atomic number within each
group and decrease with the increase of atomic number within each period. The low
valent fluoride concentrations have the opposite tendency. It was shown that the
equilibrium yield of Re, Mo, W deposition from the M-F-H systems achieve 100% at
room temperature, equilibrium yield of Nb, Ta and V deposition - at temperatures
above 1300 K, 1600 K and 1700 K, respectively.

3. The solid compositions of the W-M-F-H systems were calculated by taking into account
the formation of ideal, nonideal solid solution, the mechanical mixture of solid



418 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

components and the atom intraction on the growing surface during the crystallization.
It was established that only an introduction in the thermodynamic calculation of atom
interaction on the growing surface, which increase in the following sequence: Ta, W, Re,
Nb, V, Mo, results in a rise of yield of VB group metals under their co-deposition with
tungsten, excepting W-Ta system. This may explain the experimentally observed
tungsten yield rise under its alloying with rhenium and molibdenium.

4. The thermodynamic analysis, performed by taking into account the formation of solid
lower-valent fluorides and excess enthalpy of atom interaction during crystallization,
showed that the moving force of CVD of the alloys from the W-M-F-H systems (the
supersaturation in these systems) increase in order: Ta, Nb, V, Mo, W, Re.

5. A lot of applications of tungsten coatings, deposited from tungsten hexafluoride and
hydrogen mixture at low temperature, as well as tungsten alloys and carbides are
reviewed in this chapter.
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9. Appendix 1
Description of symbols used in the text
Symbol Description
Q Atomization energy
M Metal
X Halid
n Valency of metal
ArH Formation enthalpy
at Atom
[0} Function
Zm Atomic number of metal
Zx Atomic number of halid
y Functional
As H Sublimation enthalpy
S Entropy
As Hozog (g) Standart formation enthalpy at 298 K at gaseous state
As He (s) Standart formation enthalpy at 298 K at solid state
As Hoogg Standart sublimation enthalpy at 298 K
50298 (g) Standart entropy at 298 K at gaseous state
So08 (s) Standart entropy at 298 K at solid state
G Specific heat at constant stress
AHn Partial enthalpy of mixing
AH Partial molar enthalpy

AHO, Standart mixing enthalpy
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Effect of Stagnation Temperature on
Supersonic Flow Parameters with
Application for Air in Nozzles

Toufik Zebbiche
University SAAD Dahleb of Blida,
Algeria

1. Introduction

The obtained results of a supersonic perfect gas flow presented in (Anderson, 1982, 1988 &
Ryhming, 1984), are valid under some assumptions. One of the assumptions is that the gas is
regarded as a calorically perfect, i. e., the specific heats Cp is constant and does not depend
on the temperature, which is not valid in the real case when the temperature increases
(Zebbiche & Youbi, 2005b, 2006, Zebbiche, 2010a, 2010b). The aim of this research is to
develop a mathematical model of the gas flow by adding the variation effect of Cp and y
with the temperature. In this case, the gas is named by calorically imperfect gas or gas at high
temperature. There are tables for air (Peterson & Hill, 1965) for example) that contain the
values of Cp and y versus the temperature in interval 55 K to 3550 K. We carried out a
polynomial interpolation of these values in order to find an analytical form for the function
Cp(T).

The presented mathematical relations are valid in the general case independently of the
interpolation form and the substance, but the results are illustrated by a polynomial
interpolation of the 9th degree. The obtained mathematical relations are in the form of
nonlinear algebraic equations, and so analytical integration was impossible. Thus, our
interest is directed towards to the determination of numerical solutions. The dichotomy
method for the solution of the nonlinear algebraic equations is used; the Simpson’s
algorithm (Démidovitch & Maron, 1987 & Zebbiche & Youbi, 2006, Zebbiche, 2010a,
2010b) for numerical integration of the found functions is applied. The integrated
functions have high gradients of the interval extremity, where the Simpson’s algorithm
requires a very high discretization to have a suitable precision. The solution of this
problem is made by introduction of a condensation procedure in order to refine the points
at the place where there is high gradient. The Robert’s condensation formula presented in
(Fletcher, 1988) was chosen. The application for the air in the supersonic field is limited by
the threshold of the molecules dissociation. The comparison is made with the calorically
perfect gas model.

The problem encounters in the aeronautical experiments where the use of the nozzle
designed on the basis of the perfect gas assumption, degrades the performances. If during
the experiment measurements are carried out it will be found that measured parameters are
differed from the calculated, especially for the high stagnation temperature. Several reasons
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are responsible for this deviation. Our flow is regarded as perfect, permanent and non-
rotational. The gas is regarded as calorically imperfect and thermally perfect. The theory of
perfect gas does not take account of this temperature.

To determine the application limits of the perfect gas model, the error given by this model is
compared with our results.

2. Mathematical formulation

The development is based on the use of the conservation equations in differential form. We
assume that the state equation of perfect gas (P=pRT) remains valid, with R=287.102 J/ (kg
K). For the adiabatic flow, the temperature and the density of a perfect gas are related by the
following differential equation (Moran, 2007 & Oosthuisen & Carscallen, 1997 & Zuker &
Bilbarz, 2002, Zebbiche, 2010a, 2010b).

C, RT
Segr - B2 gp=0 1)
¥ p ¥

Using relationship between Cp and y [Cp=yR/(y-1)], the equation (1) can be written at the
following form:

do_ dT
p Tlr(M-1]
The integration of the relation (2) gives the adiabatic equation of a perfect gas at high

temperature.
The sound velocity is (Ryhming, 1984),

@)

a’ = [dP] €)
dp entropy=cons tan t

The differentiation of the state equation of a perfect gas gives:

dpP dT
—=pR =—+RT 4
PR )

Substituting the relationship (2) in the equation (4), we obtain after transformation:

a(T)=y(T)RT ®)

Equation (5) proves that the relation of speed of sound of perfect gas remains always valid
for the model at high temperature, but it is necessary to take into account the variation of the
ratio y(T).

The equation of the energy conservation in differential form (Anderson, 1988 & Moran,
2007) is written as:

CodT + VdV =0 ©)

The integration between the stagnation state (Vo= 0, To) and supersonic state (V, T) gives:
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V2 = 2 H(T) @)
Where
To
H(T)=| Cu(T)dT )
T

Dividing the equation (6) by V2 and substituting the relation (7) in the obtained result, we
obtain:

v 2 H(T)

av_ S yr €)

Dividing the relation (7) by the sound velocity, we obtain an expression connecting the
Mach number with the enthalpy and the temperature:

M<T>=V2fT()T) (10

The relation (10) shows the variation of the Mach number with the temperature for
calorically imperfect gas.

The momentum equation in differential form can be written as (Moran, 2007, Peterson &
Hilll, 1965, & Oosthuisen & Carscallen, 1997):

Vdv+ %P ~ 0 (11)

Using the expression (3), the relationship (10), can be written as:

4
?P =F,(T) dT (12)
Where
Co(T
R=C (13

The density ratio relative to the temperature Ty can be obtained by integration of
the function (13) between the stagnation state (pg,To) and the concerned supersonic state

(0. 1):

To
L. Exp[_f E,(T) dT} (14)

0 T

The pressure ratio is obtained by using the relation of the perfect gas state:
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P_(p (T (15
By \po \ Ty
The mass conservation equation is written as (Anderson, 1988 & Moran, 2007)

p VA = constant (16)

The taking logarithm and then differentiating of relation (16), and also using of the relations
(9) and (12), one can receive the following equation:

dA

L =E(T) aT (17)
Where
_ 1 1
FA(T)=C(T) Lz T 20T (T)} (18)

The integration of equation (17) between the critical state (A~ T+) and the supersonic state (4,
T) gives the cross-section areas ratio:

A Exp( j " F,(7) de (19)
4 T

s

To find parameters p and A, the integrals of functions F,(T) and Fa(T) should be found. As
the analytical procedure is impossible, our interest is directed towards the numerical
calculation. All parameters M, p and A depend on the temperature.

The critical mass flow rate (Moran, 2007, Zebbiche & Youbi, 2005a, 2005b) can be written in
non-dimensional form:

_m P | a Mcos(6 dA (20)
Al py a4, J-.A[po ][QO] ( )A*

As the mass flow rate through the throat is constant, we can calculate it at the throat. In this
section, we have p=p+, a=a+, M=1, 0=0 and A=A~ Therefore, the relation (20) is reduced to:

m _| P || &
A. p, a, 0 |\ 4,

(1)

The determination of the velocity sound ratio is done by the relation (5). Thus,

QZ{V(T) }1/2 {T}m 22)
a | y(To) Ty

The parameters T, P, p and A for the perfect gas are connected explicitly with the Mach
number, which is the basic variable for that model. For our model, the basic variable is the
temperature because of the implicit equation (10) connecting M and T, where the reverse
analytical expression does not exist.
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3. Calculation procedure

In the first case, one presents the table of variation of Cp and y versus the temperature for air

(Peterson & Hill, 1965, Zebbiche 2010a, 2010b). The values are presented in the table 1.

C C C

T g YO TO g YO || TR kgry YO
55.538 1001.104 1.402 833.316 1107.192 1.350 2111.094 1256.813 1.296
. . . 888.872 1119.078 1.345 2222205 1263.410 1.294
222205 1001.101 1.402 944 .427 1131.314 1.340 2333.316 1270.097 1.292
277.761 1002.885 1.401 999.983 1141.365 1.336 2444427 1273.476 1.291
305.538 1004.675 1.400 1055.538 1151.658 1.332 2555.538 1276.877 1.290
333.316 1006.473 1.399 1111.094 1162.202 1.328 2666.650 1283.751 1.288
361.094 1008.281 1.398 1166.650 1170.280 1.325 2777.761 1287.224 1.287
388.872 1011.923 1.396 1222.205 1178.509 1.322 2888.872 1290.721 1.286
416.650 1015.603 1.394 1277.761 1186.893 1.319 2999.983 1294.242 1.285
444 427 1019.320 1.392 1333.316 1192.570 1.317 3111.094 1297.789 1.284
499983 1028.781 1.387 1444.427  1204.142 1.313 3222.205 1301.360 1.283
555538 1054563 1.374 1555.538 1216.014 1.309 3333.316 1304.957 1.282
611.094 1054563 1.370 1666.650 1225.121 1.306 3444.427 1304.957 1.282
666.650 1067.077 1.368 1777.761 1234.409 1.303 3555.538 1308.580 1.281
722205 1080.005 1.362 1888.872 1243.883 1.300

777761 1093.370 1.356 1999.983 1250.305 1.298

Table 1. Variation of Cp(T) and y(T) versus the temperature for air.

For a perfect gas, the y and Cp values are equal to y=1.402 and Cp=1001.28932 J/(kgK)
(Oosthuisen & Carscallen, 1997, Moran, 2007 & Zuker & Bilbarz, 2002).. The interpolation of
the Cp values according to the temperature is presented by relation (23) in the form of
Horner scheme to minimize the mathematical operations number (Zebbiche, 2010a, 2010b):

Cp(T)=ay +T(ay +T(ay +T(as + T(a5 +T(as +T(a; +T(as +T(ag +T(a1)))))))))

The interpolation (a; =1, 2, ..., 10) of constants are illustrated in table 2.

I a; I ai

1 1001.1058 6 | 3.069773 1012
2 0.04066128 7 | -1.350935 10-15
3 -0.000633769 8 3.472262 10-19
4 | 2.74747510-6 9 | -4.846753 1023
5 | -4.03384510° 10 | 2.841187 107

Table 2. Coefficients of the polynomial Cp(T).

(23)
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A relationship (23) gives undulated dependence for temperature approximately low
than T =240 K. So for this field, the table value (Peterson & Hill, 1965), was taken

Cp=C,(T)=1001.15868 J / (kg K)

Thus: B 3
for T<T,6wehave Cp(T)=Cp
for T >T, relation (23) is used.

The selected interpolation gives an error less than e=10-3 between the table and interpolated
values.

Once the interpolation is made, we determine the function H(T) of the relation (8), by
integrating the function Cp(T) in the interval [T, Ty]. Then, H(T) is a function with a parameter
To and it is defined when T<T.

Substituting the relation (23) in (8) and writing the integration results in the form of Horner
scheme, the following expression for enthalpy is obtained

H(T)=H, - o
e+ T(es + Tles + T(es + Tles + Teg + T(e +T(es + Teo + TN )
Where
Hy =To(c; +To(cp + To(es + To(cy + To(es + To(ce + (25)
To(c7 +To(es + To(co + To(c10))))))))))
and
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Fig. 1. Variation of function F,(T) in the interval [T, To] versusT.
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Taking into account the correction made to the function Cp(T), the function H(T) has the
following form:

For Ty<T, H(T)=C, (T, -T)
For T, > T ,we have two cases:
if T>T : H(T) = relation (24)
if T<T : H(T)=Cp(T-T)+H(T)
The determination of the ratios (14) and (19) require the numerical integration of F,(T) and

Fa(T) in the intervals [T, Ty] and [T, T+] respectively. We carried out preliminary calculation
of these functions (Figs. 1, 2) to see their variations and to choice the integration method.

0.041
R /)
003 |
0.02- |
o1l |
F T
0000 """To0 200 300 400 500

T(K)
Fig. 2. Variation of the function Fa(T) in the interval [Ts,T+] versus T

Due to high gradient at the left extremity of the interval, the integration with a constant step
requires a very small step. The tracing of the functions is selected for Ty=500 K (low
temperature) and Ms=6.00 (extreme supersonic) for a good representation in these ends. In
this case, we obtain T-=418.34 K and Ts=61.07 K. the two functions presents a very large
derivative at temperature Ts.

A Condensation of nodes is then necessary in the vicinity of Ts for the two functions. The
goal of this condensation is to calculate the value of integral with a high precision in a
reduced time by minimizing the nodes number. The Simpson’s integration method
(Démidovitch & Maron, 1987 & Zebbiche & Youbi, 2006) was chosen. The chosen
condensation function has the following form (Zebbiche & Youbi, 2005a):

tanh[ b, -(1-z)]

s;=b; z,+(1-by)| 1— 26
i 1~ ( 1) tanh(bz) ( )
Where
i—1 .
.= < < 27
Z; N1 1<i <N (27)

Obtained s; values, enable to find the value of T; in nodes i:
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T;=s; (Tp —T5)+Tg (28)

The temperature Tp is equal to Ty for F,(T), and equal to Txfor Fa(T). The temperature T is
equal to Tfor the critical parameter, and equal to Ts for the supersonic parameter. Taking a
value b; near zero (b;=0.1, for example) and b,=2.0, it can condense the nodes towards left
edge Ts of the interval, see figure 3.

bi=0.1 ,by=2.0 [ S G G S S —
b1=1.0 ; b2=2.0 e *
b1=1.9 ,b=2.0 oo

Fig. 3. Presentation of the condensation of nodes

3.1 Critical parameters

The stagnation state is given by M=0. Then, the critical parameters correspond to M=1.00,
for example at the throat of a supersonic nozzle, summarize by:

When M=1.00 we have T=T-. These conditions in the relation (10), we obtain:

2H(T.)-a*(T.)=0 (29)

The resolution of equation (29) is made by the use of the dichotomy algorithm (Démidovitch
& Maron, 1987 & Zebbiche & Youbi, 2006), with T«<Ty. It can choose the interval [T3,T5]
containing T~by T:=0 K and T>=Ty. The value T-can be given with a precision ¢ if the interval
of subdivision number K is satisfied by the following condition:

K = 1.4426 Log[TO] +1 (30)
£

If e=10-8 is taken, the number K cannot exceed 39. Consequently, the temperature ratio Ty/Ty
can be calculated.

Taking T=T: and p=p- in the relation (14) and integrating the function F,(T) by using the
Simpson’s formula with condensation of nodes towards the left end, the critical density ratio
is obtained.

The critical ratios of the pressures and the sound velocity can be calculated by using the
relations (15) and (22) respectively, by replacing T=T~, p=p+, P=P-and a=a-,

3.2 Parameters for a supersonic Mach number

For a given supersonic cross-section, the parameters p=ps, P=Ps, A=As, and T=Ts can be
determined according to the Mach number M=Ms. Replacing T=Ts and M=Ms in relation
(10) gives

2H(T,)~ M2 @(Ty) = 0 1)

The determination of Ts of equation (31) is done always by the dichotomy algorithm,
excepting Ts<T~. We can take the interval [T;,T] containing Ts, by (T7=0 K, and T,=T~
Replacing T=Ts and p=ps in relation (14) and integrating the function F,(T) by using the
Simpson’s method with condensation of nodes towards the left end, the density ratio can be
obtained.
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The ratios of pressures, speed of sound and the sections corresponding to M=Ms can be
calculated respectively by using the relations (15), (22) and (19) by replacing T=Ts, p=ps,
P=Ps, a=as and A=As.

The integration results of the ratios p+/ po, ps/po and Ag/A+primarily depend on the values of
N, b] and bz.

3.3 Supersonic nozzle conception

For supersonic nozzle application, it is necessary to determine the thrust coefficient. For
nozzles giving a uniform and parallel flow at the exit section, the thrust coefficient is
(Peterson & Hill, 1965 & Zebbiche, Youbi, 2005b)

F
Cr= 32
A (32)
Where
F =mVg=mM;ag (33)

The introduction of relations (21), (22) into (32) gives as the following relation:

crn)e)

The design of the nozzle is made on the basis of its application. For rockets and missiles
applications, the design is made to obtain nozzles having largest possible exit Mach number,
which gives largest thrust coefficient, and smallest possible length, which give smallest
possible mass of structure.

For the application of blowers, we make the design on the basis to obtain the smallest
possible temperature at the exit section, to not to destroy the measuring instruments, and to
save the ambient conditions. Another condition requested is to have possible largest ray of
the exit section for the site of instruments. Between the two possibilities of construction, we
prefer the first one.

3.4 Error of perfect gas model

The mathematical perfect gas model is developed on the basis to regarding the specific heat
Cp and ratio y as constants, which gives acceptable results for low temperature. According to
this study, we can notice a difference on the given results between the perfect gas model and
developed here model.The error given by the PG model compared to our HT model can be
calculated for each parameter. Then, for each value (Ty, M), the ¢ error can be evaluated by
the following relationship:

Sy(TO/ M) = (35)

1 YTy M| 10
Yur (Ty, M)

The letter y in the expression (35) can represent all above-mentioned parameters. As a rule
for the aerodynamic applications, the error should be lower than 5%.



430 Thermodynamics — Interaction Studies — Solids, Liquids and Gases

4. Application

The design of a supersonic propulsion nozzle can be considered as example. The use of the
obtained dimensioned nozzle shape based on the application of the PG model given a
supersonic uniform Mach number Ms at the exit section of rockets, degrades the desired
performances (exit Mach number, pressure force), especially if the temperature Ty of the
combustion chamber is higher. We recall here that the form of the nozzle structure does not
change, except the thermodynamic behaviour of the air which changes with Tp. Two
situations can be presented.

The first situation presented is that, if we wants to preserve the same variation of the Mach
number throughout the nozzle, and consequently, the same exit Mach number Mg, is
necessary to determine by the application of our model, the ray of each section and in
particular the ray of the exit section, which will give the same variation of the Mach number,
and consequently another shape of the nozzle will be obtained.

Ms (HT)= M; (PG) (36)
2HIT.
M (pG):M (37)
a[Ts (HT)]
T)(-
J' E,(T) dT
As(HT)=¢" 'S (HT) > As(pg) 38)

* *

The relation (36) indicates that the Mach number of the PG model is preserved for each
section in our calculation. Initially, we determine the temperature at each section; witch
presents the solution of equation (37). To determine the ratio of the sections, we use the
relation (38). The ratio of the section obtained by our model will be superior that that
determined by the PG model as present equation (38). Then the shape of the nozzle obtained
by PG model is included in the nozzle obtained by our model. The temperature Ty presented
in equation (38) is that correspond to the temperature Ty for our model.

The second situation consists to preserving the shape of the nozzle dimensioned on the basis
of PG model for the aeronautical applications considered the HT model.

As _ 4
4 (HD) = —~(PC) (39)
M, (HT)< M (PG) (40)

The relation (39) presents this situation. In this case, the nozzle will deliver a Mach
number lower than desired, as shows the relation (40). The correction of the Mach number
for HT model is initially made by the determination of the temperature Ts as solution of
equation (38), then determine the exit Mach number as solution of relation (37). The
resolution of equation (38) is done by combining the dichotomy method with Simpson’s
algorithm.
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5. Results and comments

Figures 4 and 5 respectively represent the variation of specific heat Cp(T) and the ratio y(T)
of the air versus the temperature up to 3550 K for HT and PG models. The graphs at high
temperature are presented by using the polynomial interpolation (23). We can say that at
low temperature until approximately 240 K, the gas can be regarded as calorically perfect,
because of the invariance of specific heat Cp(T) and the ratio y(T). But if Ty increases, we can
see the difference between these values and it influences on the thermodynamic parameters
of the flow.

1350¢

1300% Cp(T)

1so J/ (kg K) T model
1200¢
1150,
1100,

1050% PG model

1000¢

#00"looo 2000 3000 4000
Stagnation Temperature (K)

Fig. 4. Variation of the specific heat for constant pressure versus stagnation temperature T.
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124 -
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Fig. 5. Variation of the specific heats ratio versus Tj.
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5.1 Results for the critical parameters

Figures 6, 7 and 8 represent the variation of the critical thermodynamic ratios versus To. It
can be seen that with enhancement Ty, the critical parameters vary, and this variation
becomes considerable for high values of Ty unlike to the PG model, where they do not
depend on Ty. For example, the value of the temperature ratio given by the HT model is
always higher than the value given by the PG model. The ratios are determined by the
choice of N=300000, b;=0.1 and b,=2.0 to have a precision better than ¢=10 5. The obtained
numerical values of the critical parameters are presented in the table 3.
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Fig. 6. Variation of T+/T, versus Ty.
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Fig. 7. Variation of p+/pg versus To.
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Fig. 8. Variation of P+/Py versus Tj.

Figure 9 shows that mass flow rate through the critical cross section given by the perfect gas
theory is lower than it is at the HT model, especially for values of Tj.
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Fig. 9. Variation of the non-dimensional critical mass flow rate with Tj.
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Figure 10 presents the variation of the critical sound velocity ratio versus Ty. The influence
of the Ty on this parameter can be found.

0.940;

[

0.935]
i HT moadel
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0.920f
0.915 PG moaodel
0910y 1000 2000 3000 4000

Stagnation Temperature (K)
Fig. 10. Effect of Tpon the velocity sound ratio.

T. P. o a. m
T, P, 2o a, As py ay
PG (y=1.402) 0.8326 0.5279 0.6340 0.9124 0.5785
Top=298.15 K 0.8328 0.5279 0.6339 0.9131 0.5788
To=500 K 0.8366 0.5293 0.6326 0.9171 0.5802
To=1000 K 0.8535 0.5369 0.6291 0.9280 0.5838
To=2000 K 0.8689 0.5448 0.6270 0.9343 0.5858
To=2500 K 0.8722 0.5466 0.6266 0.9355 0.5862
To=3000 K 0.8743 0.5475 0.6263 0.9365 0.5865
To=3500 K 0.8758 0.5484 0.6262 0.9366 0.5865

Table 3. Numerical values of the critical parameters at high temperature.

5.2 Results for the supersonic parameters

Figures 11, 12 and 13 presents the variation of the supersonic flow parameters in a cross-
section versus Mach number for Tp =1000 K, 2000 K and 3000 K, including the case of perfect
gas for y=1.402. When M=1, we can obtain the values of the critical ratios. If we take into
account the variation of Cp(T), the temperature Tj influences on the value of the
thermodynamic and geometrical parameters of flow unlike the PG model.

The curve 4 of figure 11 is under the curves of the HT model, which indicates that the
perfect gas model cool the flow compared to the real thermodynamic behaviour of the gas,
and consequently, it influences on the dimensionless parameters of a nozzle. At low
temperature and Mach number, the theory of perfect gas gives acceptable results. The
obtained numerical values of the supersonic flow parameters, the cross section area ratio
and sound velocity ratio are presented respectively if the tables 4, 5, 6, 7 and 8.
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T/To M=200 M=3.00 M=4.00 M=5.00  M=6.00
PG (y=1.402) 0.5543 0.3560 0.2371 0.1659 0.1214
To=298.15K 0.5544 0.3560 0.2372 0.1659 0.1214
To=500 K 0.5577 0.3581 0.2386 0.1669 0.1221
To=1000 K 0.5810 0.3731 0.2481 0.1736 0.1269
To=1500 K 0.6031 0.3911 0.2594 0.1810 0.1323
To=2000 K 0.6163 0.4058 0.2694 0.1873 0.1366
To=2500 K 0.6245 0.4162 0.2778 0.1928 0.1403
To=3000 K 0.6301 0.4233 0.2848 0.1977 0.1473
To=3500 K 0.6340 0.4285 0.2901 0.2018 0.1462
Table 4. Numerical values of the temperature ratio at high temperature
1.02 T
0.95 T 1 HT (To=3000K)
0.8 o 2 HT (To—2000K)
0-73 3 HT (To=1000K)
gg 4 PG (y=1.402)
0445
0.35
0.22
0.1 ]
Mach number
Fig. 11. Variation of T/Tj versus Mach number.
p/po M=2.00 M=3.00 M=4.00 M=5.00 M=6.00
PG (y=1.402) 0.2304 0.0765 0.0278 0.0114 0.0052
Tp=298.15 K 0.2304 0.0765 0.0278 0.0114 0.0052
To=500 K 0.2283 0.0758 0.0276 0.0113 0.0052
Ty=1000 K 0.2181 0.0696 0.0250 0.0103 0.0047
To=1500 K 0.2116 0.0636 0.0220 0.0089 0.0041
Ty=2000 K 0.2087 0.0601 0.0197 0.0077 0.0035
To=2500 K 0.2069 0.0581 0.0182 0.0069 0.0030
To=3000 K 0.2057 0.0569 0.0173 0.0063 0.0027
To=3500 K 0.2049 0.0560 0.0166 0.0058 0.0024

Table 5. Numerical values of the density ratio at high temperature
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Fig. 12. Variation of p/po versus Mach number.
P/Py M=200 M=3.00 M=4.00 M=5.00 M=6.00

PG (y=1.402) 0.1277 0.0272 0.0066 0.0019 0.0006
Tv=298.15 K 0.1277 0.0272 0.0066 0.0019 0.0006

To=500 K 0.1273 0.0271 0.0065 0.0018 0.0006
To=1000 K 0.1267 0.0259 0.0062 0.0017 0.0006
To=1500 K 0.1276 0.0248 0.0057 0.0016 0.0005

To=2000 K 0.1286 0.0244 0.0053 0.0014 0.0004
To=2500 K 0.1292 0.0242 0.0050 0.0013 0.0004
To=3000 K 0.1296 0.0240 0.0049 0.0004 0.0003
To=3500 K 0.1299 0.0240 0.0048 0.0011 0.0003

Table 6. Numerical values of the Pressure ratio at high temperature.
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Fig. 13. Variation of P/P, versus Mach number.
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A/ A M=200 M=3.00 M=4.00 M=5.00 M=6.00
PG (y=1.402) 1.6859 4.2200 10.6470 24.7491 52.4769
Tv=298.15 K 1.6859 4.2195 10.6444 24.7401 52.4516

To=500 K 1.6916 4.2373 10.6895 24.8447  52.6735
To=1000 K 1.7295 4.4739 11.3996 26.5019 56.1887
To=1500 K 1.7582 4.7822 12.6397 29.7769 63.2133
To=2000 K 1.7711 4.9930 13.8617 33.5860 72.0795
To=2500 K 1.7795 51217 14.8227 37.2104 81.2941
To=3000 K 1.7851 5.2091 15.5040 40.3844 90.4168
Tv=3500 K 1.7889 5.2727 16.0098 43.0001 98.7953

Table 7. Numerical Values of the cross section area ratio at high temperature.

Figure 14 represent the variation of the critical cross-section area section ratio versus Mach
number at high temperature. For low values of Mach number and Ty, the four curves fuses
and start to be differs when M>2.00. We can see that the curves 3 and 4 are almost
superposed for any value of Ty. This result shows that the PG model can be used for
Tp<1000 K.

Figure 15 presents the variation of the sound velocity ratio versus Mach number at high
temperature. Ty value influences on this parameter.

Figure 16 shows the variation of the thrust coefficient versus exit Mach number for various
values of Ty. It can be seen the effect of Ty on this parameter. We can found that all the four
curves are almost confounded when Mg<2.00 approximately. After this value, the curves
begin to separates progressively. The numerical values of the thrust coefficient are presented
in the table 9.

90+

80% i 7

701 A

001 i HT(T,=3000 k) 2

507 2 HT(T,=2000 K)

401 3 HT(T,=1000 K

301 4 P p=1.402) 4

20

101

0
1 2 3 4 5 6

Mach number

Fig. 14. Variation of the critical cross-section area ratio versus Mach number.
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a/ao M=2.00 M=3.00 M=4.00 M=5.00 M=6.00

PG (y=1.402) 0.7445 0.5966 0.4870 0.4074 0.3484
Tv=298.15 K 0.7450 0.5970 0.4873 0.4076 0.3486
To=500 K 0.7510 0.6019 0.4913 0.4110 0.3515
To=1000 K 0.7739 0.6245 0.5103 0.4268 0.3651
To=1500 K 0.7862 0.6408 0.5254 0.4398 0.3762
To=2000 K 0.7923 0.6501 0.5354 0.4489 0.3841
To=2500 K 0.7959 0.6556 0.5420 0.4553 0.3898
To=3000 K 0.7985 0.6595 0.5465 0.4600 0.3942
To=3500 K 0.7998 0.6618 0.5495 0.4632 0.3973

Table 8. Numerical values of the sound velocity ratio at high temperature.
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Fig. 15. Variation of the ratio of the velocity sound versus Mach number.
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Cr M=2.00 M=3.00 M=4.00 M=5.00 M=6.00

PG (y=1.402) 1.2078 1.4519 1.5802 1.6523 1.6959
Tv=298.15 K 1.2078 1.4518 1.5800 1.6521 1.6957
To=500 K 1.2076 1.4519 1.5802 1.6523 1.6958
To=1000 K 1.2072 1.4613 1.5919 1.6646 1.7085
To=1500 K 1.2062 1.4748 1.6123 1.6871 1.7317
To=2000 K 1.2048 1.4832 1.6288 1.7069 1.7527
To=2500 K 1.2042 1.4879 1.6401 1.7221 1.7694
To=3000 K 1.2038 1.4912 1.6479 1.7337 1.7828
To=3500 K 1.2033 1.4936 1.6533 1.7422 1.7932

Table 9. Numerical values of the thrust coefficient at high temperature
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Fig. 16. Variation of Cr versus exit Mach number.

5.3 Results for the error given by the perfect gas model

Exit Mach number

Figure 17 presents the relative error of the thermodynamic and geometrical parameters
between the PG and the HT models for several Ty values.
It can be seen that the error depends on the values of Ty and M. For example, if Tp=2000 K
and M=3.00, the use of the PG model will give a relative error equal to £=14.27 % for the
temperatures ratio, e=27.30 % for the density ratio, error ¢=15.48 % for the critical sections
ratio and ¢=2.11 % for the thrust coefficient. For lower values of M and Ty, the error ¢ is
weak. The curve 3 in the figure 17 is under the error 5% independently of the Mach number,

which is interpreted by the use potential of the PG model when Ty<1000 K.

We can deduce for the error given by the thrust coefficient that it is equal to e=0.0 %, if
ME=2.00 approximately independently of Ty. There is no intersection of the three curves in

the same time. When Mg=2.00.
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Fig. 17. Variation of the relative error given by supersonic parameters of PG versus Mach
number.

5.4 Results for the supersonic nozzle application

Figure 18 presents the variation of the Mach number through the nozzle for T;=1000 K, 2000
K and 3000 K, including the case of perfect gas presented by curve 4. The example is selected
for Ms=3.00 for the PG model. If Ty is taken into account, we will see a fall in Mach number
of the dimensioned nozzle in comparison with the PG model. The more is the temperature
Ty, the more it is this fall. Consequently, the thermodynamics parameters force to design the
nozzle with different dimensions than it is predicted by use the PG model. It should be
noticed that the difference becomes considerable if the value Ty exceeds 1000 K.

Figure 19 present the correction of the Mach number of nozzle giving exit Mach number Ms,
dimensioned on the basis of the PG model for various values of Tj.

One can see that the curves confound until Mach number Ms=2.0 for the whole range of Tj.
From this value, the difference between the three curves 1, 2 and 3, start to increase. The
curves 3 and 4 are almost confounded whatever the Mach number if the value of Ty is lower
than 1000 K. For example, if the nozzle delivers a Mach number Ms=3.00 at the exit section,
on the assumption of the PG model, the HT model gives Mach number equal to Ms=2.93,
2.84 and 2.81 for Tp=1000 K, 2000 K and 3000 K respectively. The numerical values of the
correction of the exit Mach number of the nozzle are presented in the table 10.
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Fig. 18. Effect of stagnation temperature on the variation of the Mach number through the

nozzle.

M;s (PG y=1.402) 1.5000 2.0000 3.0000 4.0000 5.0000 6.0000
Ms (Tp=298.15 K) 1.4995 1.9995 2.9995 3.9993 4.9989 5.9985
Ms (To=500 K) 1.4977 1.9959 2.9956 3.9955 4.9951 5.9947
Ms (To=1000 K) 1.4879 1.9705 2.9398 3.9237 4.9145 5.9040
Ms (To=1500 K) 1.4830 1.9534 2.8777 3.8147 4.7727 5.7411
Ms (To=2000 K) 1.4807 1.9463 2.8432 3.7293 4.6372 5.5675
Ms (To=2500 K) 1.4792 1.9417 2.8245 3.6765 4.5360 5.4209
Ms (To=3000 K) 1.4785 1.9388 2.8121 3.6454 4.4676 5.3066
Ms (To=3500 K) 1.4778 1.9368 2.8035 3.6241 44216 5.2237

Table 10. Correction of the exit Mach number of the nozzle.

Figure 20 presents the supersonic nozzles shapes delivering a same variation of the Mach
number throughout the nozzle and consequently given the same exit Mach number
M;s=3.00. The variation of the Mach number through these 4 nozzles is illustrated on curve 4
of figure 18. The three other curves 1, 2, and, 3 of figure 15 are obtained with the HT model
use for Tp=3000 K, 2000 K and 1000 K respectively. The curve 4 of figure 20 is the same as it
is in the figure 13a, and it is calculated with the PG model use. The nozzle that is calculated
according to the PG model provides less cross-section area in comparison with the HT

model.
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Fig. 20. Shapes of nozzles at high temperature corresponding to same Mach number
variation througout the nozzle and given Ms=3.00 at the exit.

6. Conclusion

From this study, we can quote the following points:

If we accept an error lower than 5%, we can study a supersonic flow using a perfect gas
relations, if the stagnation temperature Tj is lower than 1000 K for any value of Mach
number, or when the Mach number is lower than 2.0 for any value of Ty up to
approximately 3000 K.

The PG model is represented by an explicit and simple relations, and do not request a high
time to make calculation, unlike the proposed model, which requires the resolution of a
nonlinear algebraic equations, and integration of two complex analytical functions. It takes
more time for calculation and for data processing.

The basic variable for our model is the temperature and for the PG model is the Mach
number because of a nonlinear implicit equation connecting the parameters T and M.
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The relations presented in this study are valid for any interpolation chosen for the function
Cp(T). The essential one is that the selected interpolation gives small error.

We can choose another substance instead of the air. The relations remain valid, except that it
is necessary to have the table of variation of Cp and y according to the temperature and to
make a suitable interpolation.

The cross section area ratio presented by the relation (19) can be used as a source of
comparison for verification of the dimensions calculation of various supersonic nozzles. It provides a
uniform and parallel flow at the exit section by the method of characteristics and the Prandtl
Meyer function (Zebbiche & Youbi, 2005a, 2005b, Zebbiche, 2007, Zebbiche, 2010a &
Zebbiche, 2010b). The thermodynamic ratios can be used to determine the design
parameters of the various shapes of nozzles under the basis of the HT model.

We can obtain the relations of a perfect gas starting from the relations of our model by
annulling all constants of interpolation except the first. In this case, the PG model becomes a
particular case of our model.
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1. Introduction

The fundamental problem of statistical mechanics is obtaining an ensemble average of
physical quantities that are described by phase functions (classical physics) or operators
(quantum physics). In classical statistical mechanics the ensemble density of distribution is
defined in the phase space of the system. In quantum statistical mechanics the space of
functions that describe microscopic states of the system play a role similar to the classical
phase space. The probability density of the system detection in the phase space must be
normalized. It depends on external parameters that determine the macroscopic state of the
system.

An in-depth study of the statistical mechanics foundations was presented in the works of
A.Y. Khinchin (Khinchin, 1949, 1960). For classical statistical mechanics an invariant set was
introduced. It would be mapped into itself by transforming with the Hamilton equations.
The phase point of the isolated system remains during the process of the motion at the
invariant set at all times. If the system is in the stationary equilibrium state, this invariant set

has a finite measure. The Ergodic hypothesis asserts that in this case the probability dP(R)
to detect this system at any point R of the phase space is:

QJZ(R)CIF
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dP(R)=

where Q; - the measure (phase volume) of the invariant set £; ¢, (R) - the characteristic
function of the invariant set, which is equal to one if the point R belongs to this set, and is
equal to zero in all other points of the phase space; dl"=l_[i1 dp,dr, - the phase space volume
element. The number of distinguishable states in a phase space volume element dI' is
[(27[?[)